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#### Abstract

Adding appropriate strictness information to recursive function definitions we achieve a uniform treatment of lazy and eager evaluation strategies. By restriction to first-order functions over basic types we develop a pure stack implementation that avoids a heap even for lazy arguments. We present algebraic definitions of denotational, operational, and stack-machine semantics and prove their equivalence by means of structural induction.


## 1 Introduction

Recursive definitions play a fundamental rôle in computer science as they offer two different semantic views. From a denotational perspective they can be regarded as equations defining objects as solutions, whereas operationally they may be taken as rewrite rules which produce results by stepwise reduction. The equivalence of these views accounts for the central importance of recursion being at the same time declarative and executable.

This holds in particular for the recursive definition of functions in functional programming languages where a compiler automatically transforms such definitions into executable code. In this paper, we restrict to the special case of first-order function definitions over basic types. For such definitions we develop a stack implementation which does not require any heap nor closures, even for lazy evaluation. We present algebraic correctness proofs for the generation of stack code. Adding appropriate strictness information to a recursive function definition we achieve a uniform treatment of lazy and eager evaluation strategies (cf. [Wad96] for a thorough discussion of these concepts). For that purpose we demand that every function definition indicates for each of its arguments whether it enforces strictness or not [Chi97].

In order to motivate this approach we consider the following simple example with functions on the set $\mathbb{N}$ of non-negative integers:

$$
\begin{aligned}
F(x) & =G(x-1, H(x)) \\
G(x, y) & =\text { if } x=0 \text { then } x \text { else } G(x-1, y)+y \\
H(x) & =H(x+1)
\end{aligned}
$$

Here, the second equation gives a primitive recursive definition of the multiplication function, which is called in the first equation with an undefined second argument.

### 1.1 Operational Semantics

We begin with an operational view and interpret equations as rewrite rules. For a proper implementation, the non-deterministic character of the corresponding rewrite process requires an evaluation order. We present three strategies and show their differences in computing the value of $F(1)$.
1.1.1 Leftmost-Innermost Reduction All function arguments are evaluated before executing a function call; this strategy is also known as call by value. It induces for the computation of $F(1)$ the following infinite rewrite process:

$$
\begin{aligned}
F(1) & \Rightarrow G(1-1, H(1)) \\
& \Rightarrow G(0, H(1)) \\
& \Rightarrow G(0, H(1+1)) \\
& \Rightarrow G(0, H(2)) \\
& \Rightarrow G(0, H(2+1))
\end{aligned}
$$

$$
\vdots
$$

We therefore conclude that $F(1)$ is not defined.
1.1.2 Leftmost-Outermost Reduction This rewriting strategy corresponds to the well-known call by name principle where function calls are executed first so that arguments are evaluated only if necessary:

$$
\begin{aligned}
F(1) & \Rightarrow G(1-1, H(1)) \\
& \Rightarrow \text { if } 1-1=0 \text { then } 1-1 \text { else } G((1-1)-1, H(1))+H(1) \\
& \Rightarrow \text { if } 0=0 \text { then } 1-1 \text { else } G((1-1)-1, H(1))+H(1) \\
& \Rightarrow \text { if true then } 1-1 \text { else } G((1-1)-1, H(1))+H(1) \\
& \Rightarrow 1-1 \\
& \Rightarrow 0
\end{aligned}
$$

In this case, the computation yields the result $F(1)=0$.
1.1.3 Mixed Reduction The inefficiency of call by name is obvious: in the above rewriting sequence, the expression $1-1$ is evaluated twice due to multiple occurrences of $x$ in the defining term of $G$. But as the first argument of $G$ has to be computed anyway, we can do this before calling $G$, thus avoiding its repeated computation:

$$
\begin{aligned}
F(1) & \Rightarrow G(1-1, H(1)) \\
& \Rightarrow G(0, H(1)) \\
& \Rightarrow \text { if } 0=0 \text { then } 0 \text { else } G(0-1, H(1))+H(1) \\
& \Rightarrow \text { if true then } 0 \text { else } G(0-1, H(1))+H(1) \\
& \Rightarrow 0
\end{aligned}
$$

So we realize that this mixture of the first two strategies, delaying the computation of only one function argument, produces shorter computations.

### 1.2 Denotational Semantics

Now we are going to model these operational differences on a purely denotational level. We therefore have to look for suitable techniques to solve our system of equations, defining the same functions as the previously discussed evaluation strategies. For the second equation

$$
G(x, y)=\text { if } x=0 \text { then } x \text { else } G(x-1, y)+y
$$

there seems to be just one solution, namely the function

$$
g: \mathbb{N}^{2} \rightarrow \mathbb{N} \quad \text { with } \quad g(a, b)=a \cdot b .
$$

However, the third equation

$$
H(x)=H(x+1)
$$

has many solutions, namely, for each $k \in \mathbb{N}$,

$$
h_{k}: \mathbb{N} \rightarrow \mathbb{N} \quad \text { with } \quad h_{k}(a)=k \quad \text { for every } a \in \mathbb{N} .
$$

and, in addition, the partial function

$$
h: \mathbb{N} \rightarrow \mathbb{N} \quad \text { with } \quad h(a)=\text { undefined } \text { for every } a \in \mathbb{N} .
$$

It should be clear that only the partial function $h$ corresponds to our functional view because any argument $a$ yields an infinite computation. Moreover, $h$ turns out to be the least solution with respect to the partial order defined by graph inclusion.

It remains to solve the first equation

$$
F(x)=G(x-1, H(x)) .
$$

This seems to be a simple task. We just substitute the solutions $g$ and $h$ for the function variables $G$ and $H$ and get

$$
f: \mathbb{N} \rightarrow \mathbb{N} \quad \text { with } \quad f(a)=g(a-1, h(a)) .
$$

And here we have reached the crucial point because we are faced with the problem of how to compose partial functions. Technically, this will be described by introducing a new element $\perp$ that represents undefinedness. A partial function $\varphi: \mathbb{N}^{n} \rightarrow \mathbb{N}$ can then be regarded as a total function $\bar{\varphi}: \mathbb{N}^{n} \rightarrow \mathbb{N}_{\perp}$ where $\mathbb{N}_{\perp}:=\mathbb{N} \cup\{\perp\}$. For the composition of such functions we have to choose appropriate extensions $\hat{\varphi}: \mathbb{N}_{\perp}{ }^{n} \rightarrow \mathbb{N}_{\perp}$ which define the behaviour on undefined arguments. We shall see that a recursive function definition allows in a natural way several such extension methods which prove to be an exact denotational counterpart to the operational evaluation strategies.
1.2.1 Strict Extension Let us first assume that an undefined argument always implies an undefined function value. In that case, the argument is not passed to the defining term for evaluation. For our example this means that

$$
\begin{aligned}
f_{s}(1) & =g_{s}\left(0, h_{s}(1)\right) \\
& =g_{s}(0, \perp) \\
& =\perp
\end{aligned}
$$

according to the enforced strictness of $g_{s}: \mathbb{N}_{\perp}{ }^{2} \rightarrow \mathbb{N}_{\perp}$. Clearly, the strict extension turns out to be semantically equivalent to call by value.
1.2.2 Non-Strict Extension We may alternatively treat $\perp$ as an ordinary value and pass it to the defining term. Note that this method may give the same strict result as before. However, if not all argument variables occur in the defining term or if the conditional skips an undefined case, the result may be a non-strict function. In that case we obtain

$$
\begin{aligned}
f_{n}(1) & =g_{n}\left(0, h_{n}(1)\right) \\
& =g_{n}(0, \perp) \\
& =0
\end{aligned}
$$

because the defining term for $G$ yields $g_{n}(0, \perp)=$ if $0=0$ then 0 else $\ldots=$ 0 . Obviously, this method denotationally models the computation with call by name.
1.2.3 Mixed Extension Finally, as we observed already with evaluation strategies, we can combine both methods and declare for each function argument whether it enforces strictness or whether it is passed unevaluated to the defining term. Turning back to our example we realize that treating the first argument of $G$ strictly in contrast to the second, we get a perfect match to the mixed reduction strategy.
Conclusion: A recursive function definition uniquely specifies its solution only if we add proper strictness information to each function argument.

In order to simplify the formal treatment we assume that those arguments which are treated strictly precede the others. By suitable reordering of function arguments on left- and right-hand sides of all equations this is easily achieved. Therefore, a function variable with $n$ arguments gets a further index $\sigma$ between 0 and $n$ to indicate that the first $\sigma$ arguments are treated strictly, in contrast to the remaining ones. This additional information allows a uniform compilation of recursive function definitions into stack code integrating lazy and eager evaluation strategies.

The remainder of this paper is organized as follows. In Section 2 we present the algebraic and order-theoretic foundations required for the formal treatment of recursive function definitions. These are defined in Section 3 together with their denotational and operational semantics and corresponding equivalence proofs. Then Section 4 introduces a stack interpreter as a first abstract implementation, followed by Section 5 where the interpreter is transformed into a compiler.

## 2 Mathematical Framework

For proving the correctness of a compiler we have to verify that the translation of syntactic objects preserves their semantics. The proof technique strongly depends on the mathematical framework. Here we choose an algebraic approach where syntactic objects can be viewed as abstract structured entities, independent of their concrete representation, and where their semantics is determined by structural induction, without employing any notion of computation. Together with order-theoretic fixed-point techniques we establish a formal setting that allows a concise and rigorous treatment of recursive function definitions including equivalence proofs of their denotational, reduction, and stack semantics.

### 2.1 Algebraic Foundations

Our algebraic approach is based on the work of Goguen, Thatcher, Wagner, and Wright who showed in [GTWW77] that programs can be understood as elements of a free term algebra with their semantics definable by homomorphisms.

As a recursive function definition deals with data of at least two sorts, a boolean and some other basic sort, it is convenient to work with sorted sets.
Definition 1: Let $S$ be a non-empty set whose elements are called sorts. A set A together with a mapping sort : $A \rightarrow S$ is called $S$-sorted. For $s \in S$ we denote by $A^{s}:=\operatorname{sort}^{-1}(s)$ the set of all elements of $A$ with sort s. Let $f: A \rightarrow B$ be a mapping between $S$-sorted sets $A$ and $B$. We say that $f$ preserves sorts if $f\left(A^{s}\right) \subseteq B^{s}$ for each $s \in S$.

Convention: We only consider sets with a unique sorting and therefore omit the mapping sort. Moreover, we always assume implicitly that mappings between sorted sets preserve sorts.

The syntactic basis of recursive function definitions will be given as a collection of function symbols, called a signature.

Definition 2: Let $S$ be a set of sorts, $D(S):=S^{*} \times S$ its derived set of function types and $F$ a $D(S)$-sorted set of function symbols. Then we call $\Sigma=\langle S, F\rangle$ a signature. The elements of $C:=\bigcup_{s \in S} C^{s}$ where $C^{s}:=F^{(\varepsilon, s)}$ are called constant symbols.

We define the semantics of a signature as an algebraic structure interpreting sorts as sets and function symbols as functions on these sets according to their type information.
Definition 3: Let $A$ be an $S$-sorted set and $\tau=(w, s) \in D(S)$. We generalize the denotation $A^{s}$ to $A^{w}$ using the following cartesian products:

$$
\begin{aligned}
A^{\varepsilon} & :=\{()\} \quad \text { and } \\
A^{s_{1} \ldots s_{n}} & :=A^{s_{1}} \times \ldots \times A^{s_{n}} \quad \text { for } s_{1}, \ldots, s_{n} \in S \text { and } n>0 .
\end{aligned}
$$

Then we call a mapping $f: A^{w} \rightarrow A^{s}$ a function on $A$ of type $\tau$. If in addition $w=\varepsilon$, then $f$ is called a constant of type $s$. Their collections are denoted by

$$
\begin{aligned}
\mathbf{F}^{\tau}(A) & :=\left\{f \mid f: A^{w} \rightarrow A^{s}\right\} \quad \text { and } \\
\mathbf{F}(A) & :=\bigcup_{\tau \in D(S)} \mathbf{F}^{\tau}(A)
\end{aligned}
$$

Definition 4: Let $\Sigma=\langle S, F\rangle$ be a signature. $A \Sigma$-algebra $\mathfrak{A}=\langle A ; \alpha\rangle$ consists of an $S$-sorted set $A$, the carrier of $\mathfrak{A}$, and a mapping $\alpha: F \rightarrow \mathbf{F}(A)$. Each $\alpha(f)$ is called a base function, and is also denoted by $f_{\mathfrak{A}}$.

Observe that both $F$ and $\mathbf{F}(A)$ are $D(S)$-sorted such that according to our sort-preserving convention we have $\alpha\left(F^{\tau}\right) \subseteq \mathbf{F}^{\tau}(A)$ for every $\tau \in D(S)$.

Given a signature we can construct new syntactic objects as terms of function symbols and variables. Semantically, this corresponds to the derivation of new functions from base functions by composition. We regard terms as elements of a free algebra such that their semantics can be described by homomorphisms.

Definition 5: Let $\Sigma=\langle S, F\rangle$ be a signature and $X$ an $S$-sorted set of variables. The $\Sigma$-term algebra over $X$

$$
\mathfrak{T}_{\Sigma}(X)=\left\langle T_{\Sigma}(X) ; \alpha_{T}\right\rangle
$$

is defined as follows:
$-T_{\Sigma}(X)$ is the smallest $S$-sorted set which contains all variables and which is closed under free application of function symbols, i.e.,

- $X \subseteq T_{\Sigma}(X)$ and
- for all $(w, s) \in D(S)$ and $f \in F^{(w, s)}$, $\left(t_{1}, \ldots, t_{n}\right) \in T_{\Sigma}(X)^{w}$ implies $f t_{1} \ldots t_{n} \in T_{\Sigma}(X)^{s}$.
$-\alpha_{T}$ associates with each $f \in F^{(w, s)}$ the following function on terms:

$$
\alpha_{T}(f): T_{\Sigma}(X)^{w} \rightarrow T_{\Sigma}(X)^{s} \quad \text { where } \quad \alpha_{T}(f)\left(t_{1}, \ldots, t_{n}\right):=f t_{1} \ldots t_{n}
$$

This definition includes for $w=\varepsilon$ the special case of constant symbols. For each $c \in C$ it follows that $\alpha_{T}(c)()=c$, and therefore $c \in T_{\Sigma}(X)$.

A term algebra represents a particular algebraic structure in a concrete way using symbol strings in prefix notation. To formalize the underlying structural properties we introduce homomorphisms. The latter are structure-preserving mappings between algebras which play a central rôle in our algebraic treatment of syntax and semantics.

Definition 6: Let $\mathfrak{A}=\langle A ; \alpha\rangle$ and $\mathfrak{B}=\langle B ; \beta\rangle$ be $\Sigma$-algebras. A mapping $h$ : $A \rightarrow B$ is called a homomorphism, and is denoted by $h: \mathfrak{A} \rightarrow \mathfrak{B}$, if

$$
h\left(f_{\mathfrak{A}}\left(a^{w}\right)\right)=f_{\mathfrak{B}}\left(h\left(a^{w}\right)\right)
$$

for each $(w, s) \in D(S), f \in F^{(w, s)}$, and $a^{w} \in A^{w}$.
(Note that $h: A \rightarrow B$ canonically extends to $h: A^{w} \rightarrow B^{w}$.)
It is easily verified that identities are homomorphisms, and so are compositions of homomorphisms.

The fundamental property of term algebras consists in their free generation. This means that every element can be obtained from a generating subset by application of base functions in a unique way. The following equivalent definition offers greater flexibility in proofs.

Definition 7: $A \Sigma$-algebra $\mathfrak{A}=\langle A ; \alpha\rangle$ is said to be freely generated by a set $X \subseteq A$ if each assignment $\chi: X \rightarrow B$ into an arbitrary $\Sigma$-algebra $\mathfrak{B}=\langle B ; \beta\rangle$ uniquely extends to a homomorphism

$$
\bar{\chi}: \mathfrak{A} \rightarrow \mathfrak{B}
$$

Term algebras confirm the existence of free algebras:
Theorem 8: The $\Sigma$-term algebra $\mathfrak{T}_{\Sigma}(X)$ is freely generated by $X$.
The proof exploits the fact that each term has a unique decomposition into subterms and is omitted. Instead, we prove the following result which captures the essence of abstract syntax, stating that all free algebras over a given signature have the same structure.

Theorem 9: Let $\mathfrak{A}=\langle A ; \alpha\rangle$ and $\mathfrak{B}=\langle B ; \beta\rangle$ be $\Sigma$-algebras which are freely generated by $X$. Then $\mathfrak{A}$ and $\mathfrak{B}$ are isomorphic, i.e., there exists a bijective homomorphism $h: \mathfrak{A} \rightarrow \mathfrak{B}$.

Proof: Since $X$ is a subset of both $A$ and $B$, the identity on $X, \operatorname{id}_{X}: X \rightarrow X$, can be regarded as an inclusion $\operatorname{in}_{X, A}: X \rightarrow A$ and also as in $_{X, B}: X \rightarrow B$. By definition, these assignments uniquely extend to homomorphisms $\overline{\operatorname{in}_{X, A}}: \mathfrak{B} \rightarrow \mathfrak{A}$ and $\overline{\operatorname{in}_{X, B}}: \mathfrak{A} \rightarrow \mathfrak{B}$. Their composition $\overline{\mathrm{in}_{X, A}} \circ \overline{\mathrm{in}_{X, B}}$ is a homomorphism on $\mathfrak{A}$ that coincides with the identical homomorphism on $\mathfrak{A}$ because both extend in ${ }_{X, A}$. Interchanging the rôles of $A$ and $B$ we conclude that $\overline{\operatorname{in}_{X, B}} \circ \overline{\operatorname{in}_{X, A}}: \mathfrak{B} \rightarrow \mathfrak{B}$ is the identical homomorphism on $\mathfrak{B}$. Therefore, $\overline{\text { in }_{X, B}}$ must be injective and surjective, thus satisfying the assertion.

Abstract syntax: As the semantics of a programming language, and similarly its translation into machine code, depends only on its structural properties, it is possible to regard programs syntactically as elements of a free algebra. Thereby, we abstract the relevant structural information of programs with the advantage of choosing deliberately between suitable concrete representations, due to their isomorphic nature.

The definition of free algebras implies that we can prove properties by means of structural induction: for $M \subseteq T_{\Sigma}(X)$ it holds that $M=T_{\Sigma}(X)$ iff $X \subseteq M$ and $M$ is closed under all base functions $\alpha_{T}(f)$ with $f \in F$.

Algebraic semantics: The unique homomorphic extension $\bar{\chi}: \mathfrak{T}_{\Sigma}(X) \rightarrow \mathfrak{A}$ of an assignment $\chi: X \rightarrow A$ permits a very simple definition of semantics and similarly of code generation. This extension is also said to be defined by structural induction because $\bar{\chi}$ can be viewed as the unique solution of the following system of equations:

$$
\begin{aligned}
\bar{\chi}(x) & =\chi(x) \quad \text { for every } x \in X \\
\bar{\chi}\left(f t_{1} \ldots t_{n}\right) & =f_{\mathfrak{A}}\left(\bar{\chi}\left(t_{1}\right), \ldots, \bar{\chi}\left(t_{n}\right)\right) \quad \text { for every } f t_{1} \ldots t_{n} \in T_{\Sigma}(X)
\end{aligned}
$$

Definition 10: Let $t \in T_{\Sigma}(X)$, and let $\chi: X \rightarrow A$ be an assignment into $a$ $\Sigma$-algebra $\mathfrak{A}=\langle A ; \alpha\rangle$. Then

$$
\llbracket t \rrbracket_{(\mathfrak{A}, \chi)}:=\bar{\chi}(t) \in A
$$

is called the algebraic semantics of $t$ with respect to $\mathfrak{A}$ and $\chi$.
Note that this method of defining semantics is purely denotational and does not require any notion of computation.

There are two special cases for the algebraic semantics $\llbracket t \rrbracket_{(\mathfrak{A}, \chi)}: \chi$ may be an inclusion that leaves its arguments unchanged or, conversely, $\mathfrak{A}$ may also be a term algebra so that function symbols are preserved. The corresponding homomorphisms are called evaluation and substitution, respectively.

- Evaluation: if $X \subseteq A$ and $\chi=\operatorname{in}_{X, A}$, we simply write $\llbracket t \rrbracket_{\mathfrak{A}}$ instead of $\llbracket t \rrbracket_{(\mathfrak{A}, \chi)}$. For $X=\emptyset, \llbracket t \rrbracket_{\mathfrak{A}}$ is known as initial algebra semantics.
- Substitution: If $\chi: X \rightarrow T_{\Sigma}(Y)$, we write its application as usual in postfix notation, $t \chi$, rather than $\llbracket t \rrbracket_{(\mathfrak{\mu}, \chi)}$ or $\bar{\chi}(t)$.

We see that any induced homomorphism $\bar{\chi}: T_{\Sigma}(X) \rightarrow \mathfrak{A}$ splits into a substitution $\overline{\operatorname{sub}}: \mathfrak{T}_{\Sigma}(X) \rightarrow \mathfrak{T}_{\Sigma}(A)$, where $\operatorname{sub}(x):=\chi(x)$ for every $x \in X$, followed by an evaluation $\overline{\mathrm{id}}_{A}: \mathfrak{T}_{\Sigma}(A) \rightarrow \mathfrak{A}$ :

$$
\bar{\chi}=\overline{\mathrm{id}_{A}} \circ \overline{\mathrm{sub}},
$$

since both sides coincide on $X$.
The following lemma describes a slightly more general result of composing an arbitrary substitution with an evaluation. It will be needed later in the ordertheoretic context where $B$ is the flat extension of $A$.

Lemma 11 (Substitution Lemma): For any substitution $\overline{\text { sub }: \mathfrak{T}_{\Sigma}(X) \rightarrow}$ $\mathfrak{T}_{\Sigma}(A)$ and any evaluation $\overline{\operatorname{in}_{A, B}}: \mathfrak{T}_{\Sigma}(A) \rightarrow \mathfrak{B}$ it holds that

$$
\overline{\overline{\mathrm{in}_{A, B}} \circ \mathrm{sub}}=\overline{\mathrm{in}_{A, B}} \circ \overline{\text { sub. }} .
$$

Proof: Both homomorphisms coincide on $X$ and therefore must be equal:

$$
\begin{aligned}
\overline{\overline{\mathrm{in}_{A, B}}} \circ \mathrm{sub}(x) & \left.=\overline{\left(\overline{\mathrm{in}_{A, B}}\right.} \circ \operatorname{sub}\right)(x)=\overline{\mathrm{in}_{A, B}}(\operatorname{sub}(x)) \quad \text { and } \\
\left(\overline{\mathrm{in}_{A, B}} \circ \overline{\operatorname{sub})}(x)\right. & \overline{\mathrm{in}_{A, B}}(\overline{\operatorname{sub}}(x))=\overline{\mathrm{in}_{A, B}}(\operatorname{sub}(x)) .
\end{aligned}
$$

Hence, substitution and evaluation are in a certain way interchangeable. And it is this property that yields the equivalence of denotational and operational semantics.

Term functions: Terms will be used as right-hand sides of equations in order to define new functions. For that purpose we fix an $S$-sorted standard alphabet of argument variables

$$
\mathbb{X}:=\left\{x_{i}^{s} \mid s \in S, i \in \mathbb{N}\right\} .
$$

We restrict to the definition of proper functions having at least one argument because the recursive definition of constants in flat domains is of little interest. Therefore, we use the notation

$$
F(S):=S^{+} \times S
$$

for proper function types instead of $D(S)=S^{*} \times S$. Each $w=s_{1} \ldots s_{n} \in S^{+}$ determines the subset

$$
\mathbb{X}_{w}:=\left\{x_{1}^{s_{1}}, \ldots, x_{n}^{s_{n}}\right\}
$$

which should not be confused with $\mathbb{X}^{w}=\mathbb{X}^{s_{1}} \times \ldots \times \mathbb{X}^{s_{n}}$. With $x^{w}:=\left(x_{1}^{s_{1}}, \ldots, x_{n}^{s_{n}}\right)$ as a non-empty list of argument variables, we abstract from $t \in T_{\Sigma}\left(\mathbb{X}_{w}\right)^{s}$ the explicit function definition

$$
\lambda x^{w} . t
$$

which yields, when interpreted by a $\Sigma$-algebra $\mathfrak{A}$, the term function

$$
\llbracket \lambda x^{w} . t \rrbracket_{\mathfrak{A}}: A^{w} \rightarrow A^{s}
$$

defined as follows. Each argument vector $a^{w}=\left(a_{1}, \ldots, a_{n}\right) \in A^{w}$ determines the assignment $\left[x^{w} / a^{w}\right]: \mathbb{X}_{w} \rightarrow A$ by $\left[x^{w} / a^{w}\right]\left(x_{i}^{s_{i}}\right):=a_{i}$ for $i=1, \ldots, n$, so that we can define

$$
\llbracket \lambda x^{w} \cdot t \rrbracket_{\mathfrak{A}}\left(a^{w}\right):=\llbracket t \rrbracket_{\left(\mathfrak{A},\left[x^{w} / a^{w}\right]\right)} .
$$

In general, we drop the index $w$ and simply write $\bar{x}$ and $\bar{a}$.
Term functions will be employed for giving denotational semantics to recursive function definitions.

In the special case of finite substitutions, as induced by term functions, the Substitution Lemma implies the following result.

Corollary 12: For $\overline{[\bar{x} / \bar{u}]}: \mathfrak{T}_{\Sigma}\left(\mathbb{X}_{w}\right) \rightarrow \mathfrak{T}_{\Sigma}(A), \overline{\operatorname{in}_{A, B}}: \mathfrak{T}_{\Sigma}(A) \rightarrow \mathfrak{B}$, and $t \in$ $T_{\Sigma}\left(\mathbb{X}_{w}\right)$, it holds that

$$
\llbracket t[\bar{x} / \bar{u}] \rrbracket_{\mathfrak{B}}=\llbracket t \rrbracket_{\left(\mathfrak{B},\left[\bar{x} / \llbracket \bar{u} \rrbracket_{\mathfrak{B}}\right]\right)}
$$

Note that according to our extension of sort-preserving mappings, we have for $\bar{u}=\left(u_{1}, \ldots, u_{n}\right)$ that $\llbracket \bar{u} \rrbracket_{\mathfrak{B}}=\left(\llbracket u_{1} \rrbracket_{\mathfrak{B}}, \ldots, \llbracket u_{n} \rrbracket_{\mathfrak{B}}\right)$ because $\llbracket u_{i} \rrbracket_{\mathfrak{B}}=\overline{\operatorname{in}_{A, B}}\left(u_{i}\right)$.

We shall see that this commutativity between substitution and evaluation provides the essential link between fixed-point and reduction semantics.

### 2.2 Order-Theoretic Foundations

The explicit definition of term functions did not require any notion of computation. Instead, we used homomorphisms as an algebraic tool to describe the semantics by structural induction. As we have seen in the introduction, a denotational approach to recursive function definitions benefits from the additional use of order-theoretic methods. They allow to define semantics using least fixed points of continuous functions on complete partial orders. Technically, we replace partial functions by continuous functions on flat domains with a new element $\perp$ that represents an undefined value. This also enables us to model strictness properties as a denotational analogue of various implementation strategies.

Definition 13: Let $A$ be a non-empty set and $\leq \subseteq A \times A$ a binary relation being

- reflexive: $a \leq a$,
- transitive: $a \leq b$ and $b \leq c$ implies $a \leq c$, and
- antisymmetric: $a \leq b$ and $b \leq a$ implies $a=b \quad$ for every $a, b, c \in A$.

Then $\mathfrak{A}=\langle A ; \leq\rangle$ is called a partial order.
The simplest partial orders occurring in our denotational treatment of recursive function definitions are flat extensions of $S$-sorted sets. Since undefined values should also have sorts we use the set $\left\{\perp^{s} \mid s \in S\right\}$ for that purpose.

Definition 14: The flat extension of an $S$-sorted set $A$ is defined by

$$
\left\langle A_{\perp} ; \leq\right\rangle
$$

where $A_{\perp}:=\bigcup_{s \in S} A_{\perp}^{s}$ and $A_{\perp}^{s}:=A^{s} \cup\left\{\perp^{s}\right\}$, and where $a \leq b$ if $\{a, b\} \subseteq A_{\perp}^{s}$ and ( $a=\perp^{s}$ or $a=b$ ) for some $s \in S$.

Obviously, $A_{\perp}$ is $S$-sorted and partially ordered by $\leq$. In addition, all $\left\langle A_{\perp}^{s} ; \leq\right\rangle$ with $\leq$ restricted appropriately are partial orders.

Further partial orders are generated by means of product and function spaces which inherit the ordering relations from their components.

Lemma 15: For partial orders $\mathfrak{A}_{1}=\left\langle A_{1} ; \leq_{1}\right\rangle$ and $\mathfrak{A}_{2}=\left\langle A_{2} ; \leq_{2}\right\rangle$,
(i) the product space $\mathfrak{A}_{1} \times \mathfrak{A}_{2}:=\left\langle A_{1} \times A_{2} ; \leq\right\rangle$ where $\left(a_{1}, a_{2}\right) \leq\left(b_{1}, b_{2}\right)$ if $a_{1} \leq_{1} b_{1}$ and $a_{2} \leq_{2} b_{2}$, and
(ii) the function space $\left[\mathfrak{A}_{1} \rightarrow \mathfrak{A}_{2}\right]:=\left\langle\left\{f \mid f: A_{1} \rightarrow A_{2}\right\}\right.$; $\left.\leq\right\rangle$ where $f \leq g$ if $f(a) \leq_{2} g(a)$ for every $a \in A_{1}$
are again partial orders.
It follows that the flat partial orders $\left\langle A_{\perp}^{s} ; \leq\right\rangle$ induce for $w=s_{1} \ldots s_{n} \in S^{+}$ and $s \in S$
(i) the product space $A_{\perp}^{w}:=A_{\perp}^{s_{1}} \times \ldots \times A_{\perp}^{s_{n}}$ and
(ii) the function space $\mathbf{F}^{(w, s)}\left(A_{\perp}\right):=\left\{f \mid f: A_{\perp}^{w} \rightarrow A_{\perp}^{s}\right\}$,
being partially ordered as defined above.
Since functions on $A_{\perp}$ will be our principal semantic objects, we introduce some of their properties. For our purposes, it is the behaviour on $\perp$-arguments that has to be modelled carefully.

Definition 16: Let $f \in \mathbf{F}^{(w, s)}\left(A_{\perp}\right), w=s_{1} \ldots s_{n} \in S^{+}$, and $1 \leq i \leq n$.
(i) $f$ is called $i$-strict if for each $\bar{a}=\left(a_{1}, \ldots, a_{n}\right) \in A_{\perp}^{w}$ we have $f(\bar{a})=\perp^{s}$ whenever $a_{i}=\perp^{s_{i}}$, and
(ii) $f$ is called strict if $f$ is $i$-strict for every $i=1, \ldots, n$.

Note that $f \in \mathbf{F}^{(w, s)}(A)$ extends uniquely to a strict $f_{\perp} \in \mathbf{F}^{(w, s)}\left(A_{\perp}\right)$. But we cannot confine ourselves to strict functions. The very conditional, indispensable for recursive function definitions, may skip an undefined alternative and yet produce a defined value. Although this behaviour contradicts strictness, it exhibits a more general property insofar as it preserves the partial order that results from the degree of definedness. This means that if the amount of information about an argument increases, this must also hold for the resulting value. Certainly, any computable function has to share this monotonicity.

Definition 17: Let $\left\langle A_{1} ; \leq_{1}\right\rangle$ and $\left\langle A_{2} ; \leq_{2}\right\rangle$ be partial orders and $f: A_{1} \rightarrow A_{2} . f$ is called monotonic if $a \leq_{1} b$ implies $f(a) \leq_{2} f(b)$ for all $a, b \in A_{1}$.

It follows directly that strict functions are monotonic, and that monotonic functions are closed under composition. As we shall deal with monotonic functions only, we fix for each $(w, s) \in F(S)$ the function space

$$
\mathbf{m} \mathbf{F}^{(w, s)}\left(A_{\perp}\right):=\left\{f \mid f: A_{\perp}^{w} \rightarrow A_{\perp}^{s}, f \text { monotonic }\right\}
$$

Being a subspace of $\mathbf{F}^{(w, s)}\left(A_{\perp}\right)$, it inherits its partial ordering.
The collection of monotonic functions

$$
\mathbf{m} \mathbf{F}\left(A_{\perp}\right):=\bigcup_{(w, s) \in F(S)} \mathbf{m F}^{(w, s)}\left(A_{\perp}\right)
$$

is $F(S)$-sorted so that we can use again the shorthand for cartesian products:

$$
\mathbf{m} \mathbf{F}^{\tau_{1} \ldots \tau_{r}}\left(A_{\perp}\right):=\mathbf{m} \mathbf{F}^{\tau_{1}}\left(A_{\perp}\right) \times \ldots \times \mathbf{m F}^{\tau_{r}}\left(A_{\perp}\right) \text { for } \tau_{1} \ldots \tau_{r} \in F(S)^{+}
$$

being a suitable domain for the solution of a recursive function definition.
The flat extension of $S$-sorted sets not only allows to handle partial as total functions. We also have to explain their behaviour on undefined arguments. This is formally achieved by extending functions on $A$ to monotonic functions on $A_{\perp}$. From our introductory discussion we know that there exist several possibilities for such extensions which correspond to various implementation strategies.

For simplicity we assume that all base functions except conditionals are extended strictly. From now on, we consider only signatures which include a boolean sort and conditional symbols, and interpret them accordingly.

Definition 18: A signature $\Sigma=\langle S, F\rangle$ is called branching if $S$ has a special sort bool and, for each $s \in S$, there is a conditional symbol cond ${ }_{s} \in F^{(\text {bool } s s, s)}$. Their collection is denoted by $F_{\text {cond }}:=\left\{\operatorname{cond}_{s} \mid s \in S\right\}$, and we let $F_{\text {base }}:=$ $F \backslash F_{\text {cond }}$ denote the set of proper base functions.

A $\Sigma$-algebra $\mathfrak{A}=\langle A ; \alpha\rangle$ is called branching if $\Sigma$ is branching, and if in addition bool and cond ${ }_{s}$ are interpreted as
$-A^{\text {bool }}=\mathbb{B}=\{$ true, false $\}$ and
$-\alpha\left(\operatorname{cond}_{s}\right): \mathbb{B} \times A^{s} \times A^{s} \rightarrow A^{s}$ with (true, $\left.a, b\right) \mapsto a$ and (false, $\left.a, b\right) \mapsto b$ for each $s \in S$.

The strict extension $\mathfrak{A}_{\perp}=\left\langle A_{\perp} ; \alpha_{\perp}\right\rangle$ of a branching $\Sigma$-algebra $\mathfrak{A}=\langle A ; \alpha\rangle$ is defined by extending base functions as follows:
$-\alpha_{\perp}\left(\operatorname{cond}_{s}\right)\left(\perp^{\text {bool }}, a, b\right):=\perp^{s}$,
$\alpha_{\perp}\left(\operatorname{cond}_{s}\right)($ true $, a, b) \quad:=a \quad\left(\right.$ even if $\left.b=\perp^{s}\right)$,
$\alpha_{\perp}\left(\operatorname{cond}_{s}\right)($ false, $a, b):=b \quad\left(\right.$ even if $\left.a=\perp^{s}\right)$, and
$-\alpha_{\perp}(f):=\alpha(f)_{\perp} \quad$ for every $f \in F_{\text {base }} \backslash C$ and $\alpha_{\perp}(c):=\alpha(c) \quad$ for every $c \in C$.
More generally, a monotonic $\Sigma$-algebra $\mathfrak{A}_{m}=\left\langle A_{\perp} ; \alpha_{m}\right\rangle$ is defined in the same way as $\mathfrak{A}_{\perp}$ only that we allow arbitrary monotonic extensions for all $f \in F_{\text {base }} \backslash C$.

We introduced the more general concept of monotonic algebras for technical reasons: in order to define the semantics of recursive function definitions we enlarge the signature $\Sigma$ by function variables which take arbitrary monotonic functions as values.

Extended term functions: After extending base functions we now turn to term functions. Their extension depends on how we deal with $\perp$-arguments. Either they directly enforce a $\perp$-result, or they affect the term semantics just as the other arguments do. Note that this difference concerns the defining method and not necessarily the extension itself. We shall see below that both methods may produce equal or different results. But first let us refine our treatment of $\perp-$ arguments. Each argument of an explicit function definition will get a strictness $t a g$ that decides whether we skip term evaluation enforcing strictness or not. For simplicity we assume that arguments enforcing strictness precede arguments for term evaluation so that the required strictness information can be given by an index $\sigma \in\{0, \ldots, n\}$ where $n$ is the number of arguments.

Definition 19: Let $\Sigma$ be a branching signature, $(w, s) \in F(S), 0 \leq \sigma \leq|w|$, and $t \in T_{\Sigma}\left(\mathbb{X}_{w}\right)^{s}$. Then we call

$$
\lambda^{\sigma} x^{w} \cdot t
$$

an explicit function definition with strictness information. When interpreted by a monotonic $\Sigma$-algebra $\mathfrak{A}$, it determines an extended term function on $A_{\perp}$,

$$
\llbracket \lambda^{\sigma} x^{w} . t \rrbracket_{\mathfrak{A}}: A_{\perp}^{w} \rightarrow A_{\perp}^{s}
$$

where, for $a^{w}=\left(a_{1}, \ldots, a_{n}\right) \in A_{\perp}^{w}$,

$$
\llbracket \lambda^{\sigma} x^{w} \cdot t \rrbracket_{\mathfrak{A}}\left(a^{w}\right):= \begin{cases}\llbracket t \rrbracket_{\left(\mathfrak{A},\left[x^{w} / a^{w}\right]\right)} & \text { if }\left(a_{1}, \ldots, a_{\sigma}\right) \in A^{\sigma} \\ \perp^{s} & \text { otherwise }\end{cases}
$$

Lemma 20: Extended term functions are monotonic:

$$
\llbracket \lambda^{\sigma} \bar{x} . t \rrbracket_{\mathfrak{A}} \in \mathbf{m} \mathbf{F}^{(w, s)}\left(A_{\perp}\right)
$$

Moreover,

$$
\llbracket \lambda^{|w|} \bar{x} \cdot t \rrbracket_{\mathfrak{A}} \leq \llbracket \lambda^{|w|-1} \bar{x} . t \rrbracket_{\mathfrak{A}} \leq \ldots \leq \llbracket \lambda^{0} \bar{x} \cdot t \rrbracket_{\mathfrak{A}}
$$

and for $t=f \bar{x}$ with strict $f_{\mathfrak{A}}$, it holds that

$$
\llbracket \lambda^{|w|} \bar{x} . t \rrbracket_{\mathfrak{A}}=\llbracket \lambda^{|w|-1} \bar{x} . t \rrbracket_{\mathfrak{A}}=\ldots=\llbracket \lambda^{0} \bar{x} \cdot t \rrbracket_{\mathfrak{A}}
$$

whereas for $t=c \in C$ we have

$$
\llbracket \lambda^{|w|} \bar{x} . t \rrbracket_{\mathfrak{A}}<\llbracket \lambda^{|w|-1} \bar{x} . t \rrbracket_{\mathfrak{A}}<\ldots<\llbracket \lambda^{0} \bar{x} . t \rrbracket_{\mathfrak{A}} .
$$

Proof: First, we prove by induction on $t \in T_{\Sigma}\left(\mathbb{X}_{w}\right)^{s}$ that each term function without strictness information, $\llbracket \lambda \bar{x} . t \rrbracket_{\mathfrak{A}}: A_{\perp}^{w} \rightarrow A_{\perp}^{s}$, is monotonic.
(i) $t \in \mathbb{X}_{w}$ yields a projection. Its monotonicity follows from the partial ordering of $A_{\perp}^{w}$.
(ii) $t \in \bar{C}$ yields a constant function, which is clearly monotonic.
(iii) If $t=f t_{1} \ldots t_{n}$ and, by induction hypothesis, all $\llbracket \lambda \bar{x} \cdot t_{i} \rrbracket_{\mathfrak{A}}$ are monotonic, it follows for $\bar{a} \leq \bar{b}$ in $A_{\perp}^{w}$ that

$$
\begin{aligned}
\llbracket \lambda \bar{x} \cdot t \rrbracket_{\mathfrak{A}}(\bar{a}) & =\llbracket f t_{1} \ldots t_{n} \rrbracket_{(\mathfrak{A},[\bar{x} / \bar{a}])} \\
& =f_{\mathfrak{A}}\left(\llbracket t_{1} \rrbracket_{(\mathfrak{A},[\bar{x} / \bar{a}])}, \ldots, \llbracket t_{n} \rrbracket_{(\mathfrak{A},[\bar{x} / \bar{a}])}\right) \\
& \leq f_{\mathfrak{A}}\left(\llbracket t_{1} \rrbracket_{(\mathfrak{A},[\bar{x} / \bar{b}])}, \ldots, \llbracket t_{n} \rrbracket_{(\mathfrak{A},[\bar{x} / \bar{b}])}\right) \\
& =\llbracket \lambda \bar{x} . t \rrbracket_{\mathfrak{A}}(\bar{b})
\end{aligned}
$$

by monotonicity of $f_{\mathfrak{A}}$ and of the occurring term functions. Hence, $\llbracket \lambda \bar{x} . t \rrbracket_{\mathfrak{A}}$ is monotonic, too.

Now, let $0 \leq \sigma \leq|w|$ and $\bar{a} \leq \bar{b}$ in $A_{\perp}^{w}$. If $\left(a_{1}, \ldots, a_{\sigma}\right) \in A^{\sigma}$, we also have $\left(b_{1}, \ldots, b_{\sigma}\right) \in A^{\sigma}$, so that

$$
\llbracket \lambda^{\sigma} \bar{x} \cdot t \rrbracket_{\mathfrak{A}}(\bar{a})=\llbracket t \rrbracket_{(\mathfrak{A},[\bar{x} / \bar{a}])} \leq \llbracket t \rrbracket_{(\mathfrak{A},[\bar{x} / \bar{b}])}=\llbracket \lambda^{\sigma} \bar{x} . t \rrbracket_{\mathfrak{A}}(\bar{b})
$$

In the other case that $\left(a_{1}, \ldots, a_{\sigma}\right) \notin A^{\sigma}$, we get directly

$$
\llbracket \lambda^{\sigma} \bar{x} \cdot t \rrbracket_{\mathfrak{A}}(\bar{a})=\perp^{s} \leq \llbracket \lambda^{\sigma} \bar{x} \cdot t \rrbracket_{\mathfrak{A}}(\bar{b})
$$

and thereby the monotonicity of $\llbracket \lambda^{\sigma} \bar{x} . t \rrbracket_{\mathfrak{A}}$.
The remaining assertions are obvious.

Term Functionals: Recursive function definitions are built up from terms that also contain function variables besides function symbols. By further abstraction we associate functionals with such terms. These are mappings between function spaces forming the basis of fixed-point semantics. Formally, we choose an $F(S)$-sorted standard alphabet of function variables

$$
\mathbb{F}:=\left\{F_{j}^{\tau} \mid \tau \in F(S), j \in \mathbb{N}\right\}
$$

Using a similar notation as with argument variables we associate with every $\rho=\tau_{1} \ldots \tau_{r} \in F(S)^{+}$the set

$$
\mathbb{F}_{\rho}:=\left\{F_{1}^{\tau_{1}}, \ldots, F_{r}^{\tau_{r}}\right\}
$$

which represents the function variables of a recursive function definition. In order to describe its right-hand sides, we enlarge the set $F$ of function symbols by $\mathbb{F}_{\rho}$ and thus obtain the extended signature

$$
\Sigma\left[\mathbb{F}_{\rho}\right]:=\left\langle S, F \cup \mathbb{F}_{\rho}\right\rangle
$$

A right-hand side will then be a term $t \in T_{\Sigma\left[\mathbb{F}_{\rho}\right]}\left(\mathbb{X}_{w}\right)^{s}$ where $(w, s) \in F(S)$. It determines for $\bar{F}=\left(F_{1}^{\tau_{1}}, \ldots, F_{r}^{\tau_{r}}\right)$ and $0 \leq \sigma \leq|w|$ the functional definition

$$
\lambda \bar{F} \cdot \lambda^{\sigma} \bar{x} . t
$$

which yields, when interpreted by $\mathfrak{A}_{\perp}$, the term functional

$$
\llbracket \lambda \bar{F} \cdot \lambda^{\sigma} \bar{x} \cdot t \rrbracket_{\mathfrak{A}_{\perp}}: \mathbf{m F}^{\rho}\left(A_{\perp}\right) \rightarrow \mathbf{m} \mathbf{F}^{(w, s)}\left(A_{\perp}\right)
$$

defined as follows. For an argument vector $\bar{g}=\left(g_{1}, \ldots, g_{r}\right) \in \mathbf{m F}^{\rho}\left(A_{\perp}\right)$, we extend $\mathfrak{A}_{\perp}$ to the monotonic $\Sigma\left[\mathbb{F}_{\rho}\right]$-algebra $\mathfrak{A}_{\perp}[\bar{g}]:=\left\langle A_{\perp} ; \alpha_{\bar{g}}\right\rangle$ with $\alpha_{\bar{g}}\left(F_{j}^{\tau_{j}}\right):=g_{j}$ for $j=1, \ldots, r$. This suggests to set

$$
\llbracket \lambda \bar{F} \cdot \lambda^{\sigma} \bar{x} \cdot t \rrbracket_{\mathfrak{R}_{\perp}}(\bar{g}):=\llbracket \lambda^{\sigma} \bar{x} \cdot t \rrbracket_{\mathfrak{A}_{\perp}[\bar{g}]}
$$

in analogy to the definition of term functions. It follows from the proof of the previous lemma that the result is in fact a monotonic function since all $g_{j}$ are. In addition we can prove that the functional itself is monotonic.

Lemma 21: Each term functional $\llbracket \lambda \bar{F} \cdot \lambda^{\sigma} \bar{x} . t \rrbracket_{\mathfrak{A}_{\perp}}$ is monotonic.
Proof: We have to check that $\llbracket \lambda \bar{F} . \lambda^{\sigma} \bar{x} . t \rrbracket_{\mathfrak{A}_{\perp}}(\bar{g}) \leq \llbracket \lambda \bar{F} . \lambda^{\sigma} \bar{x} . t \rrbracket_{\mathfrak{A}_{\perp}}(\bar{h})$ whenever $\bar{g} \leq \bar{h}$. By Lemma 15 , this holds if $\llbracket \lambda^{\sigma} \bar{x} . t \rrbracket_{\mathfrak{A}_{\perp}[\bar{g}]}(\bar{a}) \leq \llbracket \lambda^{\sigma} \bar{x} . t \rrbracket_{\mathfrak{A}_{\perp}[\bar{h}]}(\bar{a})$ for all $\bar{a} \in A_{\perp}^{w}$. In case that $\left(a_{1}, \ldots, a_{\sigma}\right) \notin A^{\sigma}$, this is obvious because we obtain $\perp$ on both sides. Therefore, it suffices to verify that

$$
\begin{equation*}
\llbracket t \rrbracket_{\left(\mathfrak{A}_{\perp}[\bar{g}],[\bar{x} / \bar{a}]\right)} \leq \llbracket t \rrbracket_{\left(\mathfrak{A}_{\perp}[\bar{h}],[\bar{x} / \bar{a}]\right)} \tag{*}
\end{equation*}
$$

holds for all $t \in T_{\Sigma\left[\mathbb{F}_{\rho}\right]}\left(\mathbb{X}_{w}\right)$ and $\bar{a} \in A_{\perp}^{w}$. We prove $(*)$ by induction on $t$, using the abbreviation

$$
\llbracket t \rrbracket_{(\bar{g}, \bar{a})}:=\llbracket t \rrbracket_{\left(\mathfrak{A}_{\perp}[\bar{g}],[\bar{x} / \bar{a}]\right)}
$$

(i) For $t \in \mathbb{X}_{w} \cup C,(*)$ holds with equality because $t$ does not contain any function variable.
(ii) Let $t=f t_{1} \ldots t_{m}, f \in F$, and, by induction hypothesis, all $t_{i}$ satisfy (*). We conclude:

$$
\begin{aligned}
\llbracket f t_{1} \ldots t_{m} \rrbracket_{(\bar{g}, \bar{a})} & =f_{\mathfrak{R}_{\perp}}\left(\llbracket t_{1} \rrbracket_{(\bar{g}, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{g}, \bar{a})}\right) \\
& \leq f_{\mathfrak{R}_{\perp}}\left(\llbracket t_{1} \rrbracket_{(\bar{h}, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{h}, \bar{a})}\right) \\
& =\llbracket f_{1} \ldots t_{m} \rrbracket_{(\bar{h}, \bar{a})} .
\end{aligned}
$$

(iii) Let $t=F_{j} t_{1} \ldots t_{m}$ and, by induction hypothesis, all $t_{i}$ satisfy (*). Here, we need one additional step:

$$
\begin{aligned}
\llbracket F_{j} t_{1} \ldots t_{m} \rrbracket_{(\bar{g}, \bar{a})} & =g_{j}\left(\llbracket t_{1} \rrbracket_{(\bar{g}, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\overline{\bar{g}, \bar{a})}}\right) \\
& \leq g_{j}\left(\llbracket t_{1} \rrbracket_{(\bar{h}, \bar{a}}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{h}, \overline{)}}\right) \\
& \leq h_{j}\left(\llbracket t_{1} \rrbracket_{(\bar{h}, \bar{a}}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{h}, \overline{\bar{a}})}\right) \\
& =\llbracket F_{j} t_{1} \ldots t_{m} \rrbracket_{(\bar{h}, \bar{a})} .
\end{aligned}
$$

Term functionals are not only monotonic. In addition, they preserve limits. We formalize this property, which is crucial for constructing fixed points, by means of continuous functions over complete partial orders.

Definition 22: Let $\mathfrak{A}=\langle A ; \leq\rangle$ be a partial order, $T \subseteq A$, and $a \in A$.
(i) $T$ is called directed if $T \neq \emptyset$ and if for every $a, b \in T$ there exists $c \in T$ such that $\{a, b\} \leq c$.
(ii) $a$ is called an upper bound of $T$ if $T \leq a$.
(iii) $a$ is called a least element of $T$ if $a \leq T$ and $a \in T$.
(iv) If $\{a \mid T \leq a\}$ has a least element, it is called least upper bound of $T$ and is denoted by $\bigsqcup T$ or $\bigsqcup_{t \in T} t$.
(v) $\mathfrak{A}$ is called a complete partial order if the following holds:

- There is a least element $\perp_{\mathfrak{A}} \in A$.
- Every directed subset $T \subseteq A$ has a least upper bound $\bigsqcup T \in A$.

For a directed subset $T$ it follows that any finite subset $T^{\prime} \subseteq T$ has an upper bound in $T$. Hence, if $T$ itself is finite, it must contain an upper bound, necessarily the least one: $\bigsqcup T \in T$. Therefore, a flat partial order $\left\langle A_{\perp} ; \leq\right\rangle$ is complete because a directed subset contains at most one $a \in A$. The following lemma states that completeness is preserved under product and function space construction.
Lemma 23: If $\mathfrak{A}_{1}=\left\langle A_{1} ; \leq_{1}\right\rangle$ and $\mathfrak{A}_{2}=\left\langle A_{2} ; \leq_{2}\right\rangle$ are complete partial orders, the same holds for the product space $\mathfrak{A}_{1} \times \mathfrak{A}_{2}$ and the function space $\left[\mathfrak{A}_{1} \rightarrow \mathfrak{A}_{2}\right]$. Directed subsets $T \subseteq A_{1} \times A_{2}$ and $D \subseteq\left\{f \mid f: A_{1} \rightarrow A_{2}\right\}$ have the following least upper bounds:
(i) $\bigsqcup T=\left(\bigsqcup \operatorname{proj}_{1}(T), \bigsqcup \operatorname{proj}_{2}(T)\right)$ and
(ii) $\bigsqcup D$ where $(\bigsqcup D)(a):=\bigsqcup_{f \in D} f(a)$.

Proof: We know already that product and function spaces inherit ordering relations from their components. Obviously, $\left(\perp_{\mathfrak{A}_{1}}, \perp_{\mathfrak{R}_{2}}\right)$ and $a_{1} \mapsto \perp_{\mathfrak{R}_{2}}$ are their least elements, respectively. If $T \subseteq A_{1} \times A_{2}$ is directed, this must also be true for both $\operatorname{proj}_{i}(T)$. Hence, $\left(\bigsqcup \operatorname{proj}_{1}(T), \bigsqcup \operatorname{proj}_{2}(T)\right)$ exists and proves to be the least upper bound of $T$. Similarly, it follows for $D$ that all $\{f(a) \mid f \in D\}$ are directed. So, we get $a \mapsto \bigsqcup_{f \in D} f(a)$ as the least upper bound of $D$.

We conclude that the spaces $A_{\perp}^{w}$ and $\mathbf{F}^{(w, s)}\left(A_{\perp}\right)$ are complete for any $(w, s) \in$ $F(S)$. The next result shows that this also holds if we restrict ourselves to monotonic functions.
Lemma 24: The function space $\mathbf{m F}^{(w, s)}\left(A_{\perp}\right)$ is a complete partial order for any $(w, s) \in F(S)$.

Proof: The least element of $\mathbf{F}^{(w, s)}\left(A_{\perp}\right), \bar{a} \mapsto \perp^{s}$, is a constant function and therefore monotonic, thus also being the least element of $\mathbf{m} \mathbf{F}^{(w, s)}\left(A_{\perp}\right)$. If $D \subseteq$ $\mathbf{m} \mathbf{F}^{(w, s)}\left(A_{\perp}\right)$ is directed, it is also a directed subset of $\mathbf{F}^{(w, s)}\left(A_{\perp}\right)$ and has a least upper bound $g:=\bigsqcup D \in \mathbf{F}^{(w, s)}\left(A_{\perp}\right)$ with $g(\bar{a})=\bigsqcup_{f \in D} f(\bar{a})$. We show that $g$ is monotonic. Let $\bar{a} \leq \bar{b}$ in $A_{\perp}^{w}$. Since each $f \in D$ is monotonic, we have $f(\bar{a}) \leq f(\bar{b})$ so that $\bigsqcup_{f \in D} f(\bar{b})$ is an upper bound of $\{f(\bar{a}) \mid f \in D\}$. Therefore, $g(\bar{a})=\bigsqcup_{f \in D} f(\bar{a}) \leq \bigsqcup_{f \in D} f(\bar{b})=g(\bar{b})$.

Finally, we turn to continuous functions. In particular, we want to verify the continuity of term functionals.

Definition 25: Let $\mathfrak{A}_{1}=\left\langle A_{1} ; \leq_{1}\right\rangle$ and $\mathfrak{A}_{2}=\left\langle A_{2} ; \leq_{2}\right\rangle$ be complete partial orders and $f: A_{1} \rightarrow A_{2}$. Then $f$ is called continuous if

- $f$ is monotonic and
$-f(\bigsqcup T)=\bigsqcup f(T)$ for each directed subset $T \subseteq A_{1}$.
As a direct consequence we note that continuous functions are closed under composition.
Lemma 26: Each $f \in \mathbf{m F}^{(w, s)}\left(A_{\perp}\right)$ is continuous.
Proof: Let $D \subseteq A_{\perp}^{w}$ be directed. Then, all $\operatorname{proj}_{i}(D)$ are directed subsets of $A_{\perp}^{s_{i}}$. They must be finite and therefore $D$, too. As $f$ is monotonic, $f(D)$ is also directed and finite. Hence, $\bigsqcup D=d_{1} \in D$ and $\bigsqcup f(D)=f\left(d_{2}\right) \in f(D)$ and thereby $\bigsqcup f(D)=f\left(d_{2}\right) \leq f(\bigsqcup D)=f\left(d_{1}\right) \leq \bigsqcup f(D)$.

Theorem 27: Each term functional

$$
\llbracket \lambda \bar{F} \cdot \lambda^{\sigma} \bar{x} . t \rrbracket_{\mathfrak{A}_{\perp}}: \mathbf{m F}^{\rho}\left(A_{\perp}\right) \rightarrow \mathbf{m} \mathbf{F}^{(w, s)}\left(A_{\perp}\right)
$$

is continuous.
Proof: We have checked already that $\llbracket \lambda \bar{F} \cdot \lambda^{\sigma} \bar{x} . t \rrbracket_{\mathfrak{A}_{\perp}}$ is monotonic. It remains to prove that for any directed $D \subseteq \mathbf{m F}^{\rho}\left(A_{\perp}\right)$ and for each $\bar{a} \in A_{\perp}^{w}$, it holds that

$$
\llbracket \lambda^{\sigma} \bar{x} \cdot t \rrbracket_{\mathfrak{R}_{\perp}[\sqcup D]}(\bar{a})=\bigsqcup_{\bar{g} \in D} \llbracket \lambda^{\sigma} \bar{x} . t \rrbracket_{\mathfrak{R}_{\perp}[\bar{g}]}(\bar{a}) .
$$

In the case that $\left(a_{1}, \ldots, a_{\sigma}\right) \notin A^{\sigma}$, we get $\perp^{s}$ on both sides. Otherwise, the argument $\bar{a}$ is passed to the term semantics, and we have to verify that

$$
\begin{equation*}
\llbracket t \rrbracket_{\left(\mathfrak{R}_{\perp}[\sqcup D],[\bar{x} / \bar{a}]\right)}=\bigsqcup_{\bar{g} \in D} \llbracket t \rrbracket_{\left(\mathfrak{R}_{\perp}[\bar{g}],[\bar{x} / \bar{a}]\right)} \tag{*}
\end{equation*}
$$

We proceed by induction on $t$, again using the abbreviation

$$
\llbracket t \rrbracket_{(\bar{g}, \bar{a})}:=\llbracket t \rrbracket_{\left.\left(\mathcal{R}_{\perp}[\overline{\bar{g}}], \bar{x} / \bar{a}\right]\right)}
$$

(i) $t=x_{i}$ yields $a_{i}$ on both sides of (*).
(ii) Let $t=f t_{1} \ldots t_{m}, f \in F$, and (*) holds for all $t_{i}$ by induction hypothesis. This implies

$$
\begin{aligned}
\llbracket f t_{1} \ldots t_{m} \rrbracket_{(\sqcup D, \bar{a})} & =f_{\mathfrak{R}_{\perp}}\left(\llbracket t_{1} \rrbracket_{(\sqcup D, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\sqcup D, \bar{a})}\right) \\
& =f_{\mathfrak{R}_{\perp}}\left(\bigsqcup_{\bar{g} \in D} \llbracket t_{1} \rrbracket_{(\bar{g}, \bar{a})}, \ldots, \bigsqcup_{\bar{g} \in D} \llbracket t_{m} \rrbracket_{(\bar{g}, \bar{a})}\right) \\
& =f_{\mathfrak{R}_{\perp}}\left(\bigsqcup_{\bar{g} \in D}\left(\llbracket t_{1} \rrbracket_{(\bar{g}, \bar{a},}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{g}, \bar{a})}\right)\right) \\
& =\bigsqcup_{\bar{g} \in D} \llbracket f t_{1} \ldots t_{m} \rrbracket_{(\bar{g}, \bar{a})} .
\end{aligned}
$$

(iii) Let $t=F_{j} t_{1} \ldots t_{m}, 1 \leq j \leq r$, and $(*)$ holds for all $t_{i}$ by induction hypothesis. We conclude

$$
\begin{align*}
\llbracket F_{j} t_{1} \ldots t_{m} \rrbracket_{(\sqcup D, \bar{a})} & =\operatorname{proj}_{j}(\bigsqcup D)\left(\llbracket t_{1} \rrbracket_{(\sqcup D, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\sqcup D, \bar{a})}\right) \\
& =\operatorname{proj}_{j}(\bigsqcup D)\left(\bigsqcup_{\bar{g} \in D}\left(\llbracket t_{1} \rrbracket_{(\bar{g}, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{g}, \bar{a})}\right)\right) \\
& =\bigsqcup_{\bar{g} \in D} \operatorname{proj}_{j}(\bigsqcup D)\left(\llbracket t_{1} \rrbracket_{(\bar{g}, \bar{a},}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{g}, \bar{a})}\right) \\
& =\bigsqcup_{\bar{g} \in D}\left(\bigsqcup_{\bar{h} \in D} h_{j}\right)\left(\llbracket t_{1} \rrbracket_{(\bar{g}, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{g}, \bar{a})}\right) \\
& =\bigsqcup_{\bar{g} \in D} \bigsqcup_{\bar{h} \in D} h_{j}\left(\llbracket t_{1} \rrbracket_{(\bar{g}, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{g}, \bar{a})}\right) \quad(a) \\
& =\bigsqcup_{\bar{g} \in D} g_{j}\left(\llbracket t_{1} \rrbracket_{(\bar{g}, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{g}, \bar{a})}\right) \quad(b)  \tag{b}\\
& =\bigsqcup_{\bar{g} \in D} \llbracket F_{j} t_{1} \ldots t_{m} \rrbracket_{(\bar{g}, \bar{a})} .
\end{align*}
$$

All equalities, except the last but one, are obvious. So, let us prove that $(a)=(b)$.

- (b) $\leq$ (a) follows from the fact that, for all $\bar{g} \in D$,

$$
g_{j}\left(\llbracket t_{1} \rrbracket_{(\bar{g}, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{g}, \bar{a})}\right) \leq \bigsqcup_{\bar{h} \in D} h_{j}\left(\llbracket t_{1} \rrbracket_{(\bar{g}, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{g}, \bar{a})}\right) .
$$

- For the converse $(a) \leq(b)$ we observe that for each $\{\bar{g}, \bar{h}\} \subseteq D$ there is $\bar{k} \in D$ such that $\{\bar{g}, \bar{h}\} \leq \bar{k}$. We get

$$
\begin{aligned}
h_{j}\left(\llbracket t_{1} \rrbracket_{(\bar{g}, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{g}, \bar{a})}\right) & \leq k_{j}\left(\llbracket t_{1} \rrbracket_{(\bar{g}, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\overline{(\overline{, j}})}\right) \\
& \leq k_{j}\left(\llbracket t_{1} \rrbracket_{(\bar{k}, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{k}, \bar{a})}\right)
\end{aligned}
$$

so that, for all $\bar{g} \in D$, we have

$$
\bigsqcup_{\bar{h} \in D} h_{j}\left(\llbracket t_{1} \rrbracket_{(\bar{g}, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{g}, \bar{a})}\right) \leq \bigsqcup_{\bar{k} \in D} k_{j}\left(\llbracket t_{1} \rrbracket_{(\bar{k}, \bar{a})}, \ldots, \llbracket t_{m} \rrbracket_{(\bar{k}, \bar{a})}\right),
$$

which implies $(a) \leq(b)$.

We conclude our order-theoretic foundations with Tarski's Fixed-Point Theorem for continuous transformations [Tar55].

Theorem 28: Let $\mathfrak{A}=\langle A ; \leq\rangle$ be a complete partial order and $f: A \rightarrow A$ a continuous mapping. Then we have for $D:=\left\{f^{i}(\perp) \mid i \in \mathbb{N}\right\}$ that
(i) $D$ is directed and
(ii) $\operatorname{fix}(f):=\bigsqcup D$ is a fixed point of $f$, i.e., $f(\mathrm{fix}(f))=\mathrm{fix}(f)$, and moreover,
(iii) fix $(f)$ is the least fixed point of $f$.

Proof: (i) $\perp \leq f(\perp) \leq f^{2}(\perp) \leq \ldots$ because $f$ is monotonic. Hence, $D$ is directed.
(ii) $f\left(\bigsqcup_{i \in \mathbb{N}} f^{i}(\perp)\right)=\bigsqcup_{i \in \mathbb{N}} f^{i+1}(\perp)=\bigsqcup_{i \in \mathbb{N}} f^{i}(\perp)$ because $f$ is continuous and $\perp$ is least element.
(iii) For $a \in A$ with $f(a)=a$ it follows that $f^{i}(\perp) \leq f^{i}(a)=a$ for every $i \in \mathbb{N}$. Hence, $\mathrm{fix}(f) \leq a$.

## 3 Recursive Function Definitions

With these algebraic and order-theoretic foundations we established a suitable framework for defining syntax and semantics of recursive function definitions. In this section we present a fixed-point semantics that takes strictness information into account. As a preparation for our stack implementation we construct an operational small-step semantics. Its soundness and completeness is proved by means of a third semantics, a non-deterministic reduction semantics whose parallel reduction steps turn out to essentially support the equivalence proofs.

Formally, a recursive function definition is viewed as a scheme together with an algebra that interprets its basic function symbols.

Definition 29: Let $\Sigma=\langle S, F\rangle$ be a branching signature and $\mathbb{F}_{\rho}=\left\{F_{1}^{\tau_{1}}, \ldots, F_{r}^{\tau_{r}}\right\}$ a non-empty set of function variables with $\rho=\tau_{1} \ldots \tau_{r} \in F(S)^{+}$. Let $\tau_{j}=$ $\left(w_{j}, s_{j}\right), d t_{j} \in T_{\Sigma\left[\mathbb{F}_{p}\right]}\left(\mathbb{X}_{w_{j}}\right)^{s_{j}}$, and $0 \leq \sigma_{j} \leq\left|w_{j}\right|$ for $j=1, \ldots, r$. Then we call

$$
R=\left(F_{j}^{\tau_{j}}=\lambda^{\sigma_{j}} x^{w_{j}} \cdot d t_{j} \mid 1 \leq j \leq r\right)
$$

a recursive function scheme over $\Sigma$. If in addition $\mathfrak{A}$ is a branching $\Sigma$ algebra, we call $(R, \mathfrak{A})$ a recursive function definition over $\Sigma$.

The sort of a recursive function definition is given by its defining function variable $F_{1}^{\tau_{1}}$ :

$$
\operatorname{sort}(R, \mathfrak{A}):=\tau_{1} .
$$

Thereby, the set of recursive function definitions over $\Sigma, \boldsymbol{R f d}_{\Sigma}$, is $F(S)$-sorted:

$$
\boldsymbol{\operatorname { R f d }}_{\Sigma}:=\bigcup_{\tau \in F(S)} \boldsymbol{\operatorname { R f d }}_{\Sigma}^{\tau}
$$

Example 30: It should be clear that our introductory example can be understood as a recursive function definition $\left(R_{\text {mult }}, \mathfrak{N}\right) \in \boldsymbol{\operatorname { R f d }}_{\Sigma}$ where $\Sigma$ is a branching signature with sorts for non-negative integers and booleans and with appropriate function symbols for addition, subtraction, zero, one, equality, and
conditionals. Accordingly, $\mathfrak{N}$ fixes their standard interpretation. We represent $R_{\text {mult }}$ syntactically by

$$
\begin{aligned}
& F=\lambda^{0} x \cdot G(x-1)(H x) \\
& G=\lambda^{1} x y \cdot \operatorname{cond}(x=0) x((G(x-1) y)+y) \\
& H=\lambda^{0} x \cdot H(x+1)
\end{aligned}
$$

Here, we have chosen the strictness information such that only the first argument of $G$ is treated strictly which corresponds to the third case of mixed extension in our introduction.

### 3.1 Denotational Semantics

Definition 31 (Fixed-point semantics): Let $(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}$. In order to specify its fixed-point semantics as a function of type

$$
\operatorname{Fp} \llbracket R \rrbracket_{\mathfrak{A}}: A^{w_{1}} \rightarrow A_{\perp}^{s_{1}}
$$

we associate with $(R, \mathfrak{A})$ the transformation

$$
\Phi_{(R, \mathfrak{A})}: \mathbf{m F}^{\rho}\left(A_{\perp}\right) \rightarrow \mathbf{m F}^{\rho}\left(A_{\perp}\right)
$$

given by

$$
\Phi_{(R, \mathfrak{A})}(\bar{g}):=\left(\llbracket \lambda \bar{F} \cdot \lambda^{\sigma_{1}} x^{w_{1}} \cdot d t_{1} \rrbracket_{\mathfrak{A}_{\perp}}(\bar{g}), \ldots, \llbracket \lambda \bar{F} \cdot \lambda^{\sigma_{r}} x^{w_{r}} \cdot d t_{r} \rrbracket_{\mathfrak{A}_{\perp}}(\bar{g})\right),
$$

and define

$$
\operatorname{Fp} \llbracket R \rrbracket_{\mathfrak{A}}\left(a^{w_{1}}\right):=b^{s_{1}} \quad \text { if } \quad \operatorname{proj}_{1}\left(\operatorname{fix}\left(\Phi_{(R, \mathfrak{A})}\right)\right)\left(a^{w_{1}}\right)=b^{s_{1}}
$$

Note that solutions of $(R, \mathfrak{A})$ viewed as an equation system are in fact fixed points of $\Phi_{(R, \mathfrak{A})}$. Its least fixed point exists due to the continuity of term functionals (Theorem 27). Since $\perp$-elements are only used as intermediate denotational values, we did not specify the semantics just by $\operatorname{proj}_{1}\left(\operatorname{fix}\left(\Phi_{(R, \mathfrak{A})}\right)\right): A_{\perp}^{w_{1}} \rightarrow A_{\perp}^{s_{1}}$ but by its restriction to $A^{w_{1}}$ instead.

Example 32: We compute the fixed-point semantics of our example $\left(R_{\text {mult }}, \mathfrak{N}\right)$

$$
\mathrm{Fp} \llbracket R_{m u l t} \rrbracket_{\mathfrak{N}}: \mathbb{N} \rightarrow \mathbb{N}_{\perp}
$$

as follows:
The initial approximation is the least element of the domain, i.e., the vector containing a globally undefined function for each of the equations:

$$
\begin{aligned}
f_{0}(a) & =\perp \\
g_{0}(a, b) & =\perp \\
h_{0}(a) & =\perp \quad \text { for all } a, b \in \mathbb{N}_{\perp}
\end{aligned}
$$

In the first iteration, these initial functions are substituted for function variables on right-hand sides:

$$
\begin{aligned}
f_{1}(a) & =g_{0}\left(a-1, h_{0}(a)\right) \\
& =\perp \\
g_{1}(a, b) & = \begin{cases}\perp & \text { if } a=\perp \\
0 & \text { if } a=0 \\
g_{0}(a-1, b)+b & \text { otherwise }\end{cases} \\
& = \begin{cases}0 & a=0 \\
\perp & \text { otherwise }\end{cases} \\
h_{1}(a) & =h_{0}(a+1) \\
& =\perp
\end{aligned}
$$

The next iteration yields:

$$
\begin{aligned}
f_{2}(a) & = \begin{cases}0 & \text { if } a \in\{0,1\} \\
\perp & \text { otherwise }\end{cases} \\
g_{2}(a, b) & = \begin{cases}0 & \text { if } a=0 \\
b & \text { if } a=1 \\
\perp & \text { otherwise }\end{cases} \\
h_{2}(a) & =\perp
\end{aligned}
$$

Continuing this process and taking the least upper bound of the resulting approximations we get as least fixed point:

$$
\begin{aligned}
f(a) & = \begin{cases}0 & \text { if } a \in\{0,1\} \\
\perp & \text { otherwise }\end{cases} \\
g(a, b) & = \begin{cases}0 & \text { if } a=0 \\
a \cdot b & \text { if } a, b \neq \perp \\
\perp & \text { otherwise }\end{cases} \\
h(a) & =\perp
\end{aligned}
$$

and therefore:

$$
\mathrm{Fp} \llbracket R_{\text {mult }} \rrbracket_{\mathfrak{N}}(a)= \begin{cases}0 & \text { if } a \in\{0,1\} \\ \perp & \text { if } a>1\end{cases}
$$

### 3.2 Operational Semantics

As a first step towards an implementation on an abstract stack machine, we change our view of recursive function definitions by taking an operational perspective in which equations are regarded as rewrite rules. They allow to compute a function value from given arguments by stepwise reduction.

Let $(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}$. Based on the $S$-sorted set

$$
\mathbf{T}(R, \mathfrak{A}):=T_{\Sigma\left[\mathbb{F}_{\rho}\right]}(A)
$$

of reduction terms for $(R, \mathfrak{A})$, we first define the following computation rules:

- ground reduction: $f a^{w} \rightarrow f_{\mathfrak{A}}\left(a^{w}\right)$
for every $(w, s) \in F(S), f \in F_{\text {base }}^{(w, s)}$, and $a^{w} \in A^{w}$,
- conditional reduction: cond ${ }_{s}$ true $u_{1} u_{2} \rightarrow u_{1}$

$$
\operatorname{cond}_{s} \text { false } u_{1} u_{2} \rightarrow u_{2}
$$

for every $s \in S$ and $u_{1}, u_{2} \in \mathbf{T}(R, \mathfrak{A})^{s}$, and

- function reduction: $F_{j}^{\tau_{j}} u^{w_{j}} \rightarrow d t_{j}\left[x^{w_{j}} / u^{w_{j}}\right]$ for every $j=1, \ldots, r$ and $u^{w_{j}} \in \mathbf{T}(R, \mathfrak{A})^{w_{j}}$ such that $u_{1}, \ldots, u_{\sigma_{j}} \in A$.

Note that in the special case $w=\varepsilon$ ground reduction yields constant reduction: $c \rightarrow c_{\mathfrak{A}}()$. Also note that function reduction respects the strictness information since the first $\sigma_{j}$ arguments have to be evaluated before the function call.

Generally, a reduction term contains several reducible subterms so that a sequential implementation requires a suitable reduction strategy. Later we shall see that leftmost reduction represents an appropriate choice. At this point, however, we prefer to leave this issue open, even permitting parallel reduction steps, in order to simplify the correctness proof.

## Definition 33: The reduction relation

$$
\Rightarrow \subseteq \mathbf{T}(R, \mathfrak{A}) \times \mathbf{T}(R, \mathfrak{A})
$$

is inductively defined as follows:

- For each computation rule $u \rightarrow v$, we have $u \Rightarrow v$.
- For each $u \in \mathbf{T}(R, \mathfrak{A})$, we let $u \Rightarrow u$.
- For each $(w, s) \in F(S), \varphi \in\left(F \cup \mathbb{F}_{\rho}\right)^{(w, s)}$, and $u^{w}, v^{w} \in \mathbf{T}(R, \mathfrak{A})^{w}$ such that $u_{i} \Rightarrow v_{i}$ for every $1 \leq i \leq|w|$, we have $\varphi u^{w} \Rightarrow \varphi v^{w}$.

Example reductions can be found in the introduction.
The following lemma states that we can in fact reduce arbitrary subterms simultaneously.

Lemma 34: Let $w \in S^{+}, t \in T_{\Sigma\left[\mathbb{F}_{\rho}\right]}\left(\mathbb{X}_{w}\right)$, and $u^{w}, v^{w} \in \mathbf{T}(R, \mathfrak{A})^{w}$. If $u_{i} \Rightarrow v_{i}$ for every $1 \leq i \leq|w|$, then also

$$
t\left[x^{w} / u^{w}\right] \Rightarrow t\left[x^{w} / v^{w}\right] .
$$

Proof: by induction on $t \in T_{\Sigma\left[\mathbb{F}_{\rho}\right]}\left(\mathbb{X}_{w}\right)$.
(i) If $t=x_{i}$, then the assertion turns into one of the premises.
(ii) Let $t=\varphi t_{1} \ldots t_{m}$, and let as induction hypothesis the assertion hold for every $t_{i}$. It follows that

$$
\begin{aligned}
\left(\varphi t_{1} \ldots t_{m}\right)\left[x^{w} / u^{w}\right] & =\varphi\left(t_{1}\left[x^{w} / u^{w}\right]\right) \ldots\left(t_{m}\left[x^{w} / u^{w}\right]\right) \\
& \Rightarrow \varphi\left(t_{1}\left[x^{w} / v^{w}\right]\right) \ldots\left(t_{m}\left[x^{w} / v^{w}\right]\right) \\
& =\left(\varphi t_{1} \ldots t_{m}\right)\left[x^{w} / v^{w}\right] .
\end{aligned}
$$

Despite its nondeterminism, the reduction relation provides a proper semantics as it proves to be confluent: for a given reduction term $u \in \mathbf{T}(R, \mathfrak{A})$, there exists at most one value $a \in A$ such that $u \Rightarrow^{*} a$. This will be verified by extending the fixed-point semantics to reduction terms, and by establishing its
invariance under reduction. For notational convenience, we introduce some abbreviations concerning the fixed point of the transformation $\Phi_{(R, \mathfrak{A})}$. Let

$$
\perp^{\rho}:=\left(\perp_{1}^{\tau_{1}}, \ldots, \perp_{r}^{\tau_{r}}\right):=\perp_{\mathbf{m F}}\left(A_{\perp}\right)
$$

where $\perp^{(w, s)}: A_{\perp}^{w} \rightarrow A_{\perp}^{s}$ is given by

$$
\perp^{(w, s)}\left(a^{w}\right):=\perp^{s}
$$

for every $a^{w} \in A_{\perp}^{w}$. We denote the fixed point of $\Phi_{(R, \mathfrak{A})}$ by

$$
\psi^{\rho}=\left(\psi_{1}^{\tau_{1}}, \ldots, \psi_{r}^{\tau_{r}}\right):=\operatorname{fix}\left(\Phi_{(R, \mathfrak{A})}\right)
$$

or, omitting type information, simply by $\bar{\psi}=\left(\psi_{1}, \ldots, \psi_{r}\right)$, and its approximations by

$$
\bar{\psi}^{(k)}=\left(\psi_{1}^{(k)}, \ldots, \psi_{r}^{(k)}\right):=\Phi_{(R, \mathfrak{A})}^{k}\left(\perp^{\rho}\right)
$$

for each $k \in \mathbb{N}$.
Now we extend our fixed-point semantics to a reduction term $u \in \mathbf{T}(R, \mathfrak{A})$ by

$$
\mathrm{Fp} \llbracket u \rrbracket_{(R, \mathfrak{R})}:=\llbracket u \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}
$$

which relates to the fixed-point semantics of a recursive function definition as follows:

$$
\mathrm{Fp} \llbracket R \rrbracket_{\mathfrak{A}}\left(a^{w}\right)=\mathrm{Fp} \llbracket F_{1} a^{w} \rrbracket_{(R, \mathfrak{A})}
$$

for every $a^{w} \in A^{w}$.
Lemma 35: For every $u, v \in \mathbf{T}(R, \mathfrak{A}), u \Rightarrow v$ implies $\operatorname{Fp} \llbracket u \rrbracket_{(R, \mathfrak{A})}=\mathrm{Fp} \llbracket v \rrbracket_{(R, \mathfrak{A})}$.
Proof: by induction on the structure of $\Rightarrow$.
(i) For a ground reduction of the form $f a^{w} \rightarrow f_{\mathfrak{A}}\left(a^{w}\right)$, it follows directly that

$$
\llbracket f a^{w} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}=f_{\mathfrak{A}}\left(a^{w}\right)=\llbracket f_{\mathfrak{A}}\left(a^{w}\right) \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]} .
$$

(ii) For a conditional reduction cond ${ }_{s}$ true $u_{1} u_{2} \rightarrow u_{1}$ we have

$$
\begin{aligned}
\llbracket \operatorname{cond}_{s} \operatorname{true} u_{1} u_{2} \rightarrow u_{1} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]} & \left.=\alpha_{\perp}\left(\operatorname{cond}_{s}\right)\left(\operatorname{true}, \llbracket u_{1} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}\right), \llbracket u_{2} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}\right) \\
& =\llbracket u_{1} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]},
\end{aligned}
$$

and correspondingly in the false-case.
(iii) A function reduction $F_{j} u^{w} \rightarrow d t_{j}\left[x^{w} / u^{w}\right]$ with $u^{w}=\left(u_{1}, \ldots, u_{n}\right)$ requires that $u_{1}, \ldots, u_{\sigma_{j}} \in A$. Here the assertion follows essentially from the fixedpoint property of $\bar{\psi}$ and from Lemma 11:

$$
\begin{aligned}
\llbracket F_{j} u^{w} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]} & =\psi_{j}\left(\llbracket u^{w} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}\right) \\
& =\operatorname{proj}_{j}(\bar{\psi})\left(\llbracket u^{w} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}\right) \\
& =\operatorname{proj}_{j}\left(\Phi_{\left(R, \mathfrak{R}^{2}\right)}(\bar{\psi})\right)\left(\llbracket u^{w} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}\right) \\
& =\llbracket \lambda F^{\rho} \cdot \lambda^{\sigma_{j}} x^{w} \cdot d t_{j} \rrbracket_{\mathfrak{A}_{\perp}}(\bar{\psi})\left(\llbracket u^{w} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}\right) \\
& =\llbracket \lambda^{\sigma_{j}} x^{w} \cdot d t_{j} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}\left(\llbracket u^{w} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}\right) \\
& =\llbracket d t_{j} \rrbracket_{\left(\mathfrak{A}_{\perp}[\bar{\psi}],\left[x^{w} / \llbracket u^{w} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}\right]\right)} \\
& =\llbracket d t_{j}\left[x^{w} / u^{w}\right] \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]} .
\end{aligned}
$$

(iv) For the inductive step, let $\varphi u_{1} \ldots u_{n} \Rightarrow \varphi v_{1} \ldots v_{n}$ with $u_{i} \Rightarrow v_{i}$ for every $1 \leq i \leq n$. We easily check that

$$
\begin{aligned}
\llbracket \varphi u_{1} \ldots u_{n} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]} & =\varphi_{\mathfrak{A}_{\perp}[\bar{\psi}]}\left(\llbracket u_{1} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}, \ldots, \llbracket u_{n} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}\right) \\
& =\varphi_{\mathfrak{A}_{\perp}[\bar{\psi}]}\left(\llbracket v_{1} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}, \ldots, \llbracket v_{n} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}\right) \\
& =\llbracket \varphi v_{1} \ldots v_{n} \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]},
\end{aligned}
$$

thus concluding the proof.
The invariance of the fixed-point semantics entails the following special confluence property, which yields the well-definedness of reduction semantics as specified below.

Corollary 36: For every $u \in \mathbf{T}(R, \mathfrak{A})$ and $b_{1}, b_{2} \in A, u \Rightarrow^{*} b_{1}$ and $u \Rightarrow^{*} b_{2}$ implies $b_{1}=b_{2}$.

Definition 37 (Reduction semantics): Let $(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}^{(w, s)}$. Its reduction semantics

$$
\operatorname{Red} \llbracket R \rrbracket_{\mathfrak{A}}: A^{w} \rightarrow A_{\perp}^{s}
$$

is defined for $a^{w} \in A^{w}$ by:

$$
\operatorname{Red} \llbracket R \rrbracket_{\mathfrak{A}}\left(a^{w}\right):= \begin{cases}b & \text { if } F_{1} a^{w} \Rightarrow^{*} b \text { for some } b \in A^{s} \\ \perp^{s} & \text { if no such } b \text { exists }\end{cases}
$$

Moreover, the invariance of fixed-point semantics yields the following soundness property.

Corollary 38 (Soundness of reduction semantics): For $(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}$, $a^{w} \in A^{w}$, and $b \in A^{s}$, it holds that

$$
\operatorname{Red} \llbracket R \rrbracket_{\mathfrak{A}}\left(a^{w}\right)=b \quad \text { implies } \quad \operatorname{Fp} \llbracket R \rrbracket_{\mathfrak{A}}\left(a^{w}\right)=b
$$

It remains to verify that the reduction semantics is also complete with respect to the fixed-point semantics. Here we exploit the fact that the restriction to finite approximations is sufficient to obtain the denotational semantics of a given term.

Lemma 39: For each $u \in \mathbf{T}(R, \mathfrak{A})$ there exists $k \in \mathbb{N}$ such that

$$
\llbracket u \rrbracket_{\mathfrak{R}_{\perp}[\bar{\psi}]}=\llbracket u \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k)}\right]} .
$$

In particular, if $\llbracket u \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}=\perp^{s}$, this holds with $k=0$.
Proof: From the proof of continuity for term functionals (Theorem 27) we see that

$$
\llbracket u \rrbracket_{\mathfrak{A}_{\perp}[\bar{\psi}]}=\bigsqcup_{k \in \mathbb{N}} \llbracket u \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k)}\right]}
$$

because $\left\{\bar{\psi}^{(k)} \mid k \in \mathbb{N}\right\}$ is a directed subset of $\mathbf{m} \mathbf{F}^{\rho}\left(A_{\perp}\right)$ with $\bigsqcup_{k \in \mathbb{N}} \bar{\psi}^{(k)}=\bar{\psi}$, and $u$ can be regarded as a term in $T_{\Sigma^{\prime}\left[\mathbb{F}_{\rho}\right]}$ where $\Sigma^{\prime}$ is a suitable extension of $\Sigma$ by constant symbols from $A$. As we have $\bigsqcup_{k \in \mathbb{N}} \llbracket u \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k)}\right]} \in A_{\perp}$, there must be a $k \in \mathbb{N}$ satisfying the assertion. Obviously, if $\bigsqcup_{k \in \mathbb{N}} \llbracket u \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k)}\right]}=\perp^{s}$, we can take $k=0$.

Theorem 40 (Completeness of reduction semantics): Let $u \in \mathbf{T}(R, \mathfrak{A})$, $a \in A$, and $k \in \mathbb{N}$. Then
(*)

$$
\llbracket u \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k)}\right]}=a \quad \text { implies } \quad u \Rightarrow^{*} a .
$$

Proof: by induction on $k \in \mathbb{N}$.
(i) $k=0$ : We prove $(*)$ by induction on the structure of $u \in \mathbf{T}(R, \mathfrak{A})$.
(a) $u=a \in A:(*)$ obviously holds since $a \Rightarrow^{*} a$.
(b) $u=f u_{1} \ldots u_{n}$ with $f \in F_{\text {base }}$ : let $(*)$ hold for every $u_{i}$, where $k=0$. Then it follows that

$$
\begin{aligned}
a & =\llbracket f u_{1} \ldots u_{n} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(0)}\right]} \\
& =f_{\mathfrak{A}_{\perp}}\left(\llbracket u_{1} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(0)}\right]}, \ldots, \llbracket u_{n} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(0)}\right]}\right) .
\end{aligned}
$$

Due to the strictness of $f_{\mathfrak{A}_{\perp}}$, for every argument position $i \in\{1, \ldots, n\}$ there exists $a_{i} \in A$ such that $\llbracket u_{i} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(0)}\right]}=a_{i}$, and hence, according to the induction hypothesis, $u_{i} \Rightarrow^{*} a_{i}$, which implies $f u_{1} \ldots u_{n} \Rightarrow^{*} f a_{1} \ldots a_{n} \Rightarrow$ $a$.
(c) $u=$ cond $u_{0} u_{1} u_{2}$ with $(*)$ for every $u_{i}$, where $k=0$. Here, $\llbracket u \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(0)}\right]}=a$ implies that either $\llbracket u_{0} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(0)}\right]}=$ true and $\llbracket u_{1} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(0)}\right]}=a$ or $\llbracket u_{0} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(0)}\right]}=$ false and $\llbracket u_{2} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(0)}\right]}=a$. In both cases, the induction hypothesis yields reduction sequences which can be combined to cond $u_{0} u_{1} u_{2} \Rightarrow^{*} a$.
(d) $u=F_{j} u^{w}$ : here, $\llbracket u \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(0)}\right]}=\psi_{j}^{(0)}\left(\llbracket u^{w} \rrbracket_{\mathfrak{R}_{\perp}\left[\bar{\psi}^{(0)}\right]}\right)=\perp^{s_{j}} \notin A$, such that $(*)$ holds trivially.
Altogether, $(*)$ holds for $k=0$.
(ii) $k \rightsquigarrow k+1$ : let $(*)$ hold for $k$. Again we employ induction on the structure of $u \in \mathbf{T}(R, \mathfrak{A})$. The first three cases, which do not directly depend on the approximation index $k$, can be handled in analogy to $k=0$. It remains to investigate the following situation:
(d) $u=F_{j} u^{w}$ where $u^{w}=\left(u_{1}, \ldots, u_{n}\right)$. Our structural induction hypothesis yields $(*)$ with $k+1$ for every $u_{i}$, which implies

$$
\begin{aligned}
a & =\llbracket u \rrbracket_{\mathfrak{A}_{\perp}}\left[\bar{\psi}^{(k+1)}\right] \\
& =\psi_{j}^{(k+1)}\left(\llbracket u^{w} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k+1)}\right]}\right) \\
& =\operatorname{proj}_{j}\left(\Phi_{(R, \mathfrak{R})}\left(\bar{\psi}^{(k)}\right)\right)\left(\llbracket u^{w} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k+1)}\right]}\right) \\
& =\llbracket \lambda^{\sigma_{j}} x^{w} \cdot d t_{j} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k)}\right]}\left(\llbracket u^{w} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k+1)}\right]}\right) \\
& =\llbracket d t_{j} \rrbracket_{\left(\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k)}\right],\left[x^{w} / \llbracket u^{w} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k+1)}\right]}\right)\right.} .
\end{aligned}
$$

Here, the strictness index $\sigma_{j}$ requires that $a_{i}:=\llbracket u_{i} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k+1)}\right]} \in A$ for every $i=1, \ldots, \sigma_{j}$. In order to be able to apply the induction hypothesis for $k$, we choose the reduction terms

$$
v_{i}:= \begin{cases}a_{i} & \text { if } a_{i} \in A \\ u_{i} & \text { if } a_{i}=\perp^{s_{i}}\end{cases}
$$

for every $i=1, \ldots, n$. It follows that $\llbracket v_{i} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k)}\right]}=\llbracket u_{i} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k+1)}\right]}$, since the monotonicity of the term semantics implies that $\llbracket u_{i} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k)}\right]} \leq \llbracket u_{i} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k+1)}\right]}$. Applying the Substitution Lemma, we obtain

$$
\begin{aligned}
a & \left.\left.=\llbracket d t_{j} \rrbracket_{\left(\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k)}\right],\left[x^{w} / \llbracket v v^{w}\right.\right.} \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k)}\right]}\right]\right) \\
& =\llbracket d t_{j}\left[x^{w} / v^{w}\right] \rrbracket_{\mathfrak{A}_{\perp}\left[\bar{\psi}^{(k)}\right]}
\end{aligned}
$$

such that the induction hypothesis for $k$ yields

$$
d t_{j}\left[x^{w} / v^{w}\right] \Rightarrow^{*} a
$$

Moreover, $v^{w}$ has been chosen to fulfil the strictness requirement of $F_{j}$, and hence

$$
F_{j} v^{w} \Rightarrow d t_{j}\left[x^{w} / v^{w}\right]
$$

Finally, it is easily verified that $u_{i} \Rightarrow^{*} v_{i}$ for every $i=1, \ldots, n$ such that

$$
F_{j} u^{w} \Rightarrow^{*} a
$$

which concludes our proof.
Combining Corollary 38 and Theorem 40, we obtain the following equivalence result.

Corollary 41 (Equivalence of reduction and fixed-point semantics): For every $(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}$ we have

$$
\operatorname{Red} \llbracket R \rrbracket_{\mathfrak{A}}=\mathrm{Fp} \llbracket R \rrbracket_{\mathfrak{A}} .
$$

### 3.3 Leftmost Reduction

Due to its nondeterminism, the reduction semantics as presented in the previous section is not a suitable basis for a direct implementation. We therefore introduce a deterministic evaluation strategy. As mentioned earlier, selecting the leftmost reducible subterm of a reduction term represents an appropriate choice. We thereby generalize and unify the well-known leftmost-outermost and leftmost-innermost reduction strategies.

## Definition 42: The l-reduction relation

$$
\Rightarrow_{l} \subseteq \mathbf{T}(R, \mathfrak{A}) \times \mathbf{T}(R, \mathfrak{A})
$$

is inductively defined as follows.

- For each computation rule $u \rightarrow v$, we have $u \Rightarrow_{l} v$.
- If $f a_{1} \ldots a_{i-1} u_{i} \ldots u_{n} \in \mathbf{T}(R, \mathfrak{A})$ where $f \in F_{\text {base }}, 1 \leq i \leq n, a_{1}, \ldots, a_{i-1} \in$ $A$, and $u_{i} \Rightarrow_{l} v_{i}$ for some $v_{i} \in \mathbf{T}(R, \mathfrak{A})$, then

$$
f a_{1} \ldots a_{i-1} u_{i} \ldots u_{n} \Rightarrow_{l} f a_{1} \ldots a_{i-1} v_{i} \ldots u_{n}
$$

- If $\operatorname{cond}_{s} u_{0} u_{1} u_{2} \in \mathbf{T}(R, \mathfrak{A})$ and $u_{0} \Rightarrow_{l} v_{0}$ for some $v_{0} \in \mathbf{T}(R, \mathfrak{A})$, then

$$
\operatorname{cond}_{s} u_{0} u_{1} u_{2} \Rightarrow_{l} \operatorname{cond}_{s} v_{0} u_{1} u_{2}
$$

- If $F_{j} a_{1} \ldots a_{i-1} u_{i} \ldots u_{n} \in \mathbf{T}(R, \mathfrak{A})$ where $1 \leq i \leq \sigma_{j}, a_{1}, \ldots, a_{i-1} \in A$, and $u_{i} \Rightarrow_{l} v_{i}$ for some $v_{i} \in \mathbf{T}(R, \mathfrak{A})$, then

$$
F_{j} a_{1} \ldots a_{i-1} u_{i} \ldots u_{n} \Rightarrow_{l} F_{j} a_{1} \ldots a_{i-1} v_{i} \ldots u_{n}
$$

Lemma 43: For every $u \in \mathbf{T}(R, \mathfrak{A})$, we have:
(i) If $u \notin A$, then there exists exactly one $v \in \mathbf{T}(R, \mathfrak{A})$ such that $u \Rightarrow_{l} v$.
(ii) If $u \in A$, then no such $v$ exists.

Proof: by induction on the structure of $u$.
Definition 44 (1-reduction semantics): Let $(R, \mathfrak{A}) \in \boldsymbol{\operatorname { R f d }}_{\Sigma}^{(w, s)}$. We define its l-reduction semantics

$$
\operatorname{Rd} \llbracket R \rrbracket_{\mathfrak{A}}: A^{w} \rightarrow A_{\perp}^{s},
$$

by:

$$
\operatorname{IRd} \llbracket R \rrbracket_{\mathfrak{A}}\left(a^{w}\right):= \begin{cases}b & \text { if } F_{1} a^{w} \Rightarrow_{l}^{*} \text { b for some } b \in A^{s} \\ \perp^{s} & \text { if no such b exists }\end{cases}
$$

Theorem 45 (Equivalence of l-reduction and reduction semantics):
For every $(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}$ we have

$$
\operatorname{Rd} \llbracket R \rrbracket_{\mathfrak{A}}=\operatorname{Red} \llbracket R \rrbracket_{\mathfrak{A}}
$$

Proof: Obviously, $F_{1} a^{w} \Rightarrow_{l}^{*} b$ implies $F_{1} a^{w} \Rightarrow^{*} b$. To verify the completeness of l-reduction semantics, we prove by induction on $m \in \mathbb{N}$ that, for every $u \in$ $\mathbf{T}(R, \mathfrak{A})$ and $a \in A, u \Rightarrow_{l}^{*} a$ whenever $u \Rightarrow^{m} a$.
(i) $m=0: u \Rightarrow^{0} a$ implies $u=a$ and hence $u \Rightarrow{ }_{l}^{*} a$.
(ii) $m \rightsquigarrow m+1$ : let $u \Rightarrow^{m+1} a$. We have the following cases for u :
(a) $u=a$ : as before, $u \Rightarrow_{l}^{*} a$ follows immediately.
(b) $u=f u_{1} \ldots u_{n}$ with $f \in F_{\text {base }}$ :

It follows that $u \Rightarrow^{m} f a_{1} \ldots a_{n} \Rightarrow f_{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right)=a$. According to Definition 33, there are $n$ simultaneous reductions of the form $u_{i} \Rightarrow^{m} a_{i}$ such that by induction hypothesis $u_{i} \Rightarrow_{l}^{*} a_{i}$ for $i=1, \ldots, n$. Sequentially composing these reductions, we obtain

$$
f u_{1} \ldots u_{n} \Rightarrow_{l}^{*} f a_{1} \ldots u_{n} \Rightarrow_{l}^{*} f a_{1} \ldots a_{n} \Rightarrow_{l} a .
$$

(c) $u=$ cond $u_{0} u_{1} u_{2}$ : analogously
(d) $u=F_{j} u^{w}$ with $u^{w}=\left(u_{1}, \ldots, u_{n}\right)$ :

The reduction $u \Rightarrow^{m+1} a$ can be decomposed into $F_{j} u^{w} \Rightarrow^{p} F_{j} v^{w} \Rightarrow$ $d t_{j}\left[x^{w} / v^{w}\right] \Rightarrow{ }^{q} a$ where $p+q=m, v^{w}=\left(v_{1}, \ldots, v_{n}\right) \in \mathbf{T}(R, \mathfrak{A})^{n}$, and $v_{1}, \ldots, v_{\sigma_{j}} \in A$. Consequently, $u_{i} \Rightarrow^{p} v_{i}$ for $i=1, \ldots, n$, and by induction hypothesis $u_{i} \Rightarrow_{l}^{*} v_{i}$ for $i=1, \ldots, \sigma_{j}$. By proper combination we get

$$
\begin{aligned}
F_{j} u^{w} & \Rightarrow{ }_{l}^{*} F_{j} v_{1} \ldots v_{\sigma_{j}} u_{\sigma_{j}+1} \ldots u_{n} \\
& \Rightarrow l d t_{j}\left[x^{w} /\left(v_{1}, \ldots, v_{\sigma_{j}}, u_{\sigma_{j}+1}, \ldots, u_{n}\right)\right] \\
& =: t^{\prime} .
\end{aligned}
$$

Now, Lemma 34 admits simultaneous reduction of subterms so that we get $t^{\prime} \Rightarrow^{p} d t_{j}\left[x^{w} / v^{w}\right] \Rightarrow^{q} a$, and again by induction hypothesis, $t^{\prime} \Rightarrow{ }_{l}^{*} a$.

These equivalence results show that strictness information can appropriately be modelled on the denotational as well as the operational level.

## 4 Interpreter Semantics

In this section we present an interpreter for evaluating a recursive function definition. In comparison with reduction semantics, its working principle is closer to a real implementation: in function calls, variable substitutions are not carried out but, for reasons of efficiency, argument values are kept in environments.

More concretely, our machine consists of three stack components. The first one is used to drive the reduction process according to the structure of the current term. Either, special decomposition steps are carried out to implement the leftmost reduction strategy, or certain computation steps corresponding to computation rules of reduction semantics (cf. Section 3.2) are taken. Here, special constructor symbols are used to delay the evaluation of non-strict function parameters and of the two result branches of a conditional expression.

The second component is a data stack which is used for storing intermediate computation results. The third stack keeps track of parameter values for function calls. It contains one entry for each active function call and for each evaluation of a lazy argument. Special ret entries are used to delete the topmost environment when terminating the corresponding computation.

Note that the standard implementation technique for lazy functional languages involves so-called closures which are special data structures used to represent unevaluated arguments (or, in a higher-order setting, partial function applications), and which are usually stored in a heap. This technique was introduced by P. Landin for his SECD-machine [Lan64]. However, our first-order framework without (explicit) data structures allows us to keep all required information in a single nested stack.

As before, let $(R, \mathfrak{A}) \in \operatorname{Rfd}_{\Sigma}$ where $R=\left(F_{j}^{\tau_{j}}=\lambda^{\sigma_{j}} x^{w_{j}} . d t_{j} \mid 1 \leq j \leq r\right)$. First we construct from $R$ two symbol sets for proper control of interpreter steps. An arbitrary term $t \in T_{\Sigma\left[\mathbb{F}_{\rho}\right]}(\mathbb{X})$ is used as a decomposition symbol which will be transformed into a sequence of reduction symbols. To ease the following compiler construction we even include atomic terms as decomposition symbols and distinguish them from corresponding reduction symbols although this separation is not necessary.

Definition 46 (Decomposition and reduction symbols): The elements of Dec $:=T_{\Sigma\left[\mathbb{F}_{\rho}\right]}(\mathbb{X})$ are called decomposition symbols of $R$. With each $t \in \mathbf{D e c}$ we associate a reduction symbol redsym $(t)$ :
$-\operatorname{redsym}(x):=[x]$
$-\operatorname{redsym}\left(f t_{1} \ldots t_{n}\right):=[f]$
$-\operatorname{redsym}\left(\operatorname{cond} t_{0} t_{1} t_{2}\right):=\operatorname{cond}\left[t_{1}, t_{2}\right]$
$-\operatorname{redsym}\left(F_{j} t_{1} \ldots t_{n_{j}}\right):=F_{j}\left[t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right]$
and, including the special reduction symbol ret, we get the set
Red $:=\{\operatorname{redsym}(t) \mid t \in \mathbf{D e c}\} \cup\{r e t\}$ of reduction symbols of $R$.
Now we can fix the interpreter states as follows.
Definition 47: The set $\mathbf{I n t S t}$ of interpreter states w.r.t. $(R, \mathfrak{A})$ is given by

$$
\text { IntSt }:=\mathbf{P S} \times \mathbf{D S} \times \mathbf{E S}
$$

where

$$
\begin{aligned}
& \text { PS }:=(\mathbf{D e c} \cup \text { Red })^{*}, \\
& \text { DS }:=A^{*}, \text { and } \\
& \text { ES }:=\mathbf{E n v}^{*}
\end{aligned}
$$

represent the sets of program stack values, data stack values, and environment stack values, respectively. Here, Env $:=\left(Z^{*}\right)^{*}$ denotes the set of environments where $Z:=A \cup$ Dec.

We use the following standard denotations:

$$
\begin{aligned}
& s t=\langle p s, d s, e s\rangle \\
& e s=\mathbf{I n t S t} \\
& e s=e_{1}: \ldots: e_{n} \in \mathbf{E S} \\
& e_{i}=\overline{z_{1}} \cdot \ldots \cdot \overline{z_{m}^{-}} \in \mathbf{E n v} \\
& \bar{z}_{i}=\left(z_{1}, \ldots, z_{k}\right) \in Z^{*}
\end{aligned}
$$

Later we shall restrict states to l-states and, in particular, environments to l-environments, taking type information into account. As a consequence this will also enable us to simplify our notation for environments, which currently represents the full stack history at each stack level.

The interpreter changes its states by performing transitions which are determined by the top symbol of the program stack. The essential point here is the handling of a function call, which extends the environment stack by a new environment, whereas for evaluating a lazy argument the environment of the calling function has to be restored.

Definition 48 (Interpreter transitions): A state st $=\langle\varepsilon, d s, e s\rangle \in \operatorname{IntSt}$ is called a final state. Non-final states are called decomposition states or reduction states according to the top symbol in the program stack. Correspondingly, the transition relation $\vdash \subseteq$ IntSt $\times \mathbf{I n t S t}$ is given by

$$
\vdash:=\vdash_{\mathrm{dec}} \cup \vdash_{\mathrm{red}}
$$

where the decomposition relation $\vdash_{\text {dec }}$ is specified by
$-\langle x: p s, d s, e s\rangle \vdash_{\text {dec }}\langle[x]: p s, d s, e s\rangle$
$-\left\langle f t_{1}: \ldots: t_{n}: p s, d s, e s\right\rangle \vdash_{\operatorname{dec}}\left\langle t_{1}: \ldots: t_{n}:[f]: p s, d s, e s\right\rangle$ for every $f \in F_{\text {base }}$,
$-\left\langle\operatorname{cond} t_{0} t_{1} t_{2}: p s, d s, e s\right\rangle \vdash_{\mathrm{dec}}\left\langle t_{0}: \operatorname{cond}\left[t_{1}, t_{2}\right]: p s, d s, e s\right\rangle$, and
$-\left\langle F_{j} t_{1} \ldots t_{n_{j}}: p s, d s, e s\right\rangle \vdash_{\text {dec }}\left\langle t_{1}: \ldots: t_{\sigma_{j}}: F_{j}\left[t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right]: p s, d s, e s\right\rangle$,
and where the reduction relation $\vdash_{\text {red }}$ is defined by
$-\left\langle\left[x_{i}\right]: p s, d s,\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right\rangle \vdash_{\text {red }}\left\langle p s, d s: z_{i},\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right\rangle$ if $1 \leq i \leq k$ and $z_{i} \in A$,
$-\left\langle\left[x_{i}\right]: p s, d s,\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right\rangle \vdash_{\text {red }}\left\langle z_{i}:\right.$ ret: $\left.p s, d s, e:\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right\rangle$ if $1 \leq i \leq k$ and $z_{i} \in \mathbf{D e c}$,
$-\left\langle[f]: p s, d s: a_{1}: \ldots: a_{n}, e s\right\rangle \vdash_{\text {red }}\left\langle p s, d s: f_{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right), e s\right\rangle$,
$-\left\langle\operatorname{cond}\left[t_{1}, t_{2}\right]: p s, d s:\right.$ true,$\left.e s\right\rangle \vdash_{\text {red }}\left\langle t_{1}: p s, d s, e s\right\rangle$,
$-\left\langle\operatorname{cond}\left[t_{1}, t_{2}\right]: p s, d s:\right.$ false, $\left.e s\right\rangle \vdash_{\text {red }}\left\langle t_{2}: p s, d s, e s\right\rangle$,
$-\left\langle F_{j}\left[t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right]: p s, d s: a_{1}: \ldots: a_{\sigma_{j}}, e: e s\right\rangle \vdash_{\text {red }}$ $\left\langle d t_{j}:\right.$ ret: $\left.p s, d s,\left(a_{1}, \ldots, a_{\sigma_{j}}, t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right) \cdot e: e: e s\right\rangle$, and
$-\langle$ ret:ps,ds,e:es $\rangle \vdash_{\text {red }}\langle p s, d s, e s\rangle$.
Note that the transition relation is in fact well-defined because for $s t \in \mathbf{I n t S t}$ and $s t \vdash s t^{\prime}$ we also have $s t^{\prime} \in \mathbf{I n t S t}$. Moreover, $\vdash$ is deterministic because each program stack value determines at most one possible transition except those with $\left[x_{i}\right]$ or cond $\left[t_{1}, t_{2}\right]$ as top entry, in which case the environment stack or the data stack, respectively, takes the decision.

By successive decomposition a decomposition symbol can be transformed into a sequence of reduction symbols.

Definition 49 (Decomposition mapping): The decomposition mappping

$$
\operatorname{dec}: \mathbf{P S} \rightarrow \mathbf{P S}
$$

is given by:

$$
\begin{aligned}
\operatorname{dec}(\varepsilon) & :=\varepsilon \\
\operatorname{dec}(p: p s) & :=\operatorname{dec}(p): p s \\
\operatorname{dec}(x) & :=[x] \\
\operatorname{dec}\left(f t_{1} \ldots t_{n}\right) & :=\operatorname{dec}\left(t_{1}\right): t_{2}: \ldots: t_{n}:[f] \\
\operatorname{dec}\left(\operatorname{cond} t_{0} t_{1} t_{2}\right) & :=\operatorname{dec}\left(t_{0}\right): \operatorname{cond}\left[t_{1}, t_{2}\right] \\
\operatorname{dec}\left(F_{j} t_{1} \ldots t_{n_{j}}\right) & :=\operatorname{dec}\left(t_{1}\right): t_{2}: \ldots: t_{\sigma_{j}}: F_{j}\left[t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right] \\
\operatorname{dec}(p) & :=p \quad \text { if } p \in \operatorname{Red}
\end{aligned}
$$

Lemma 50 (Uniqueness of decomposition): For each non-final state st $=$ $\langle p: p s, d s, e s\rangle \in \mathbf{I n t S t}$ there is exactly one reduction state st ${ }^{\prime}$ such that $s t \vdash_{\mathrm{dec}}^{*}$ st ${ }^{\prime}$. Moreover, st ${ }^{\prime}$ is the decomposed state $\operatorname{dec}(s t):=\langle\operatorname{dec}(p: p s), d s, e s\rangle$.

Proof: For each $s t=\langle p: p s, d s, e s\rangle \in \operatorname{IntSt}$ with $p \in \operatorname{Red}$ we have $\operatorname{dec}(s t)=s t$, which is a reduction state being reachable within 0 steps. Otherwise we proceed by induction over $p \in$ Dec:
(i) For $p=x$ we have $\langle x: p s, d s, e s\rangle \vdash_{\operatorname{dec}}\langle[x]: p s, d s, e s\rangle=\langle\operatorname{dec}(x): p s, d s, e s\rangle$.
(ii) If $p=f t_{1} \ldots t_{n}$, the induction hypothesis yields:

$$
\begin{aligned}
\left\langle f t_{1} \ldots t_{n}: p s, d s, e s\right\rangle & \vdash_{\operatorname{dec}}\left\langle t_{1}: t_{2}: \ldots: t_{n}:[f]: p s, d s, e s\right\rangle \\
& \vdash_{\operatorname{dec}}^{*}\left\langle\operatorname{dec}\left(t_{1}\right): t_{2}: \ldots: t_{n}:[f]: p s, d s, e s\right\rangle \\
& =\left\langle\operatorname{dec}\left(f t_{1} \ldots t_{n}\right): p s, d s, e s\right\rangle
\end{aligned}
$$

The remaining cases are handled similarly. Note that $s t^{\prime}$ is unique since $\vdash$ is deterministic.

Definition 51 (Interpreter semantics): For $(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}^{(w, s)}$ we define its interpreter semantics

$$
\operatorname{Int} \llbracket R \rrbracket_{\mathfrak{A}}: A^{w} \rightarrow A_{\perp}^{s}
$$

by:

$$
\operatorname{Int} \llbracket R \rrbracket_{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right):= \begin{cases}b & \text { if }\left\langle F_{1} x_{1} \ldots x_{n}: \text { ret }, \varepsilon,\left(a_{1}, \ldots, a_{n}\right)\right\rangle \vdash^{*}\langle\varepsilon, b, \varepsilon\rangle \\ \perp^{s} & \text { if no such } b \in A^{s} \text { exists }\end{cases}
$$

Note that due to the determinism of the transition relation the semantics is well defined.

Example 52: The following computation of our interpreter for the multiplication definition $\left(R_{m u l t}, \mathfrak{N}\right)$ (Example 30) shows that

$$
\operatorname{Int} \llbracket R_{m u l t} \rrbracket \mathfrak{N}(1)=0:
$$

```
\(\langle F x:\) ret, \(\varepsilon,(1)\rangle\)
\(\vdash_{\text {dec }}\langle F[x]:\) ret \(, \varepsilon,(1)\rangle \quad\left(\sigma_{F}=0\right)\)
\(\vdash_{\text {red }}\langle G(x-1)(H x):\) ret: ret, \(\varepsilon,(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {dec }}\langle x-1: G[H x]:\) ret:ret, \(\varepsilon,(x) \cdot(1):(1)\rangle \quad\left(\sigma_{G}=1\right)\)
\(\vdash_{\text {dec }}\langle x: 1:[-]: G[H x]:\) ret:ret, \(\varepsilon,(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {dec }}\langle[x]: 1:[-]: G[H x]:\) ret \(:\) ret, \(\varepsilon,(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {red }}\langle x:\) ret: \(1:[-]: G[H x]:\) ret:ret, \(\varepsilon,(1):(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {dec }}\langle[x]:\) ret: \(1:[-]: G[H x]:\) ret : ret, \(\varepsilon,(1):(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {red }}\langle\) ret: \(1:[-]: G[H x]:\) ret: ret, \(1,(1):(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {red }}\langle 1:[-]: G[H x]:\) ret: ret, \(1,(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {dec }}\langle[1]:[-]: G[H x]:\) ret: ret, \(1,(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {red }}\langle[-]: G[H x]:\) ret: ret, \(1: 1,(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {red }}\langle G[H x]:\) ret: ret, \(0,(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {red }}\langle\operatorname{cond}(x=0) x((G(x-1) y)+y):\) ret: ret:ret, \(\varepsilon,(0, H x) \cdot(x) \cdot(1):(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {dec }}\langle x=0: \operatorname{cond}[x,(G(x-1) y)+y]:\) ret: ret: ret, \(\varepsilon,(0, H x) \cdot(x) \cdot(1):(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {dec }}\langle x: 0:[=]: \operatorname{cond}[x,(G(x-1) y)+y]:\) ret:ret:ret, \(\varepsilon,(0, H x) \cdot(x) \cdot(1):(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {dec }}\langle[x]: 0:[=]: \operatorname{cond}[x,(G(x-1) y)+y]:\) ret: ret:ret, \(\varepsilon,(0, H x) \cdot(x) \cdot(1):(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {red }}\langle 0:[=]: \operatorname{cond}[x,(G(x-1) y)+y]:\) ret: ret:ret, \(0,(0, H x) \cdot(x) \cdot(1):(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {dec }}\langle[0]:[=]: \operatorname{cond}[x,(G(x-1) y)+y]:\) ret: ret:ret, \(0,(0, H x) \cdot(x) \cdot(1):(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {red }}\langle[=]: \operatorname{cond}[x,(G(x-1) y)+y]:\) ret:ret:ret, \(0: 0,(0, H x) \cdot(x) \cdot(1):(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {red }}\langle\operatorname{cond}[x,(G(x-1) y)+y]:\) ret:ret:ret, true, \((0, H x) \cdot(x) \cdot(1):(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {red }}\langle x:\) ret: ret:ret, \(\varepsilon,(0, H x) \cdot(x) \cdot(1):(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {dec }}\langle[x]:\) ret: ret:ret, \(\varepsilon,(0, H x) \cdot(x) \cdot(1):(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {red }}\langle\) ret: ret:ret, \(0,(0, H x) \cdot(x) \cdot(1):(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {red }}\langle\) ret: ret, \(0,(x) \cdot(1):(1)\rangle\)
\(\vdash_{\text {red }}\langle\) ret, \(0,(1)\rangle\)
\(\vdash_{\text {red }}\langle\varepsilon, 0, \varepsilon\rangle\)
```

Note that the environment stack, which is actually a nested stack of environments, could be implemented more efficiently by employing pointers to access the parameter values of previous (active) function calls.

Now we want to verify that the interpreter semantics in fact coincides with the reduction semantics. A closer look at the behaviour of our interpreter reveals that it simulates l-reductions so that those states actually occurring in a computation have a particular structure.

Definition 53 (L-environments): The $S^{*}$-sorted set

## $\mathbf{1 E n v} \subseteq \mathbf{E n v}$

of $\boldsymbol{l}$-environments is inductively defined as follows.
(i) If $a_{i} \in A^{s_{i}}$ for $1 \leq i \leq n$, then $\left(a_{1}, \ldots, a_{n}\right) \in \mathbf{I E n v}^{s_{1} \ldots s_{n}}$.
(ii) If $e \in \operatorname{lEnv}^{w}, a_{i} \in A^{s_{i}}$ for $1 \leq i \leq n$ or $n=0$, and if $t_{i} \in \operatorname{Dec}^{\left(w, s_{i}\right)}:=$ $T_{\Sigma\left[\mathbb{F}_{\rho}\right]}\left(\mathbb{X}_{w}\right)^{s_{i}}$ for $n+1 \leq i \leq m$, then $\left(a_{1}, \ldots, a_{n}, t_{n+1}, \ldots, t_{m}\right) \cdot e \in \mathbf{l E n v}^{s_{1} \ldots s_{m}}$.

Due to these type restrictions, every l-environment yields a sequence of reduction terms which is obtained by iterated substitution.

Definition 54 (Reduction terms of 1-environments): The mapping

$$
\mathrm{rt}: \mathbf{l E n v} \rightarrow \mathbf{T}(R, \mathfrak{A})^{*}
$$

is defined by

$$
\begin{aligned}
\operatorname{rt}\left(\left(a_{1}, \ldots, a_{n}\right)\right) & :=\left(a_{1}, \ldots, a_{n}\right) \text { and } \\
\operatorname{rt}\left(\left(a_{1}, \ldots, a_{n}, t_{n+1}, \ldots, t_{m}\right) \cdot e\right) & :=\left(a_{1}, \ldots, a_{n}, t_{n+1}[\operatorname{rt}(e)], \ldots, t_{m}[\mathrm{rt}(e)]\right) .
\end{aligned}
$$

We see that rt preserves types such that the substitutions $t_{i}[\mathrm{rt}(e)]$, shorthand for $t_{i}\left[x^{w} / \mathrm{rt}(e)\right]$, are well defined.
Definition 55 (L-environment stack values): A stack value es $=e_{1}: \ldots$ : $e_{n} \in \mathbf{E S}$ is called an l-environment stack value if it has the following properties:
(i) $e_{i} \in \mathbf{l E n v}$ for every $1 \leq i \leq n$,
(ii) $e_{i}$ is compatible with $e_{i+1}$ for every $1 \leq i<n$, i.e., we have either $e_{i}=\bar{z} \cdot e_{i+1}$ or $e_{i+1}=\bar{z} \cdot e_{i}$, for some $\bar{z} \in Z^{*}$.

Definition 56 (L-states): The $S$-sorted set $\mathbf{l S t} \subseteq \mathbf{I n t S t}$ of l-states, together with their associated reduction terms $\mathrm{rt}: \mathbf{1 S t} \rightarrow \mathbf{T}(R, \mathfrak{A})$, is inductively given as follows.
(i) $s t:=\langle\varepsilon, a, \varepsilon\rangle \in \mathbf{I S t}^{s}$ for every $a \in A^{s}$, and $\mathrm{rt}($ st $):=a$,
(ii) st $:=\langle\mathrm{ret}, a, e\rangle \in \mathbf{l S t}^{s}$ for every $a \in A^{s}, e \in \mathbf{l E n v}$, and $\mathbf{r t}(s t):=a$,
(iii) st $:=\left\langle\left[x_{i}^{s}\right]:\right.$ ret, $\left.\varepsilon, e\right\rangle \in \mathbf{I S t}^{s}$ for every $x_{i}^{s} \in \mathbb{X}, e \in \mathbf{I E n v}^{s_{1} \ldots s_{n}}$ with $s_{i}=s$, and $\mathrm{rt}(s t):=u_{i}$ where $\mathrm{rt}(e)=\left(u_{1}, \ldots, u_{n}\right)$,
(iv) st $:=\left\langle[f]:\right.$ ret, $\left.a_{1}: \ldots: a_{n}, e\right\rangle \in \mathbf{S S t}^{s}$ for every $f \in F_{\text {base }}^{(w, s)},\left(a_{1}, \ldots, a_{n}\right) \in A^{w}$, $e \in \mathbf{I E n v}$, and $\mathrm{rt}(s t):=f a_{1} \ldots a_{n}$,
(v) st $:=\left\langle F_{j}^{(w, s)}\left[t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right]:\right.$ ret, $\left.a_{1}: \ldots: a_{\sigma_{j}}, e\right\rangle \in \mathbf{1 S t}^{s}$ if $F_{j}^{(w, s)}\left[t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right] \in$ Red, $w=s_{1} \ldots s_{n_{j}}, e \in \operatorname{lEnv}^{v}, a_{i} \in A^{s_{i}}, t_{i} \in \mathbf{D e c}^{\left(v, s_{i}\right)}$, and $\mathrm{rt}(s t):=F_{j} a_{1} \ldots a_{\sigma_{j}} t_{\sigma_{j}+1}[\operatorname{rt}(e)] \ldots t_{n_{j}}[\mathrm{rt}(e)]$,
(vi) st : $=\left\langle\operatorname{cond}_{s}\left[t_{1}, t_{2}\right]:\right.$ ret, true,$\left.e\right\rangle \in \mathbf{S t}^{s}$ if $\operatorname{cond}_{s}\left[t_{1}, t_{2}\right] \in \operatorname{Red}, t_{1}, t_{2} \in \mathbf{D e c}^{(w, s)}$, $e \in \mathbf{E n n v}^{w}$, and $\mathrm{rt}(s t):=\operatorname{cond}_{s}$ true $t_{1}[\mathrm{rt}(e)] t_{2}[\mathrm{rt}(e)]$,
(vii) st : $=\left\langle\operatorname{cond}_{s}\left[t_{1}, t_{2}\right]:\right.$ ret, false, $\left.e\right\rangle \in \mathbf{I S t}^{s}$ if $\operatorname{cond}_{s}\left[t_{1}, t_{2}\right] \in \operatorname{Red}, t_{1}, t_{2} \in \mathbf{D e c}^{(w, s)}$, $e \in \operatorname{lEnv}^{w}$, and $\mathrm{rt}(s t):=\operatorname{cond}_{s}$ false $t_{1}[\operatorname{rt}(e)] t_{2}[\mathrm{rt}(e)]$.

The next four rules specify the inductive closure. Under the induction hypothesis that $s t=\langle p s:$ ret, $d s, e s\rangle \in \mathbf{I S t}^{s}$ with $p s \neq \varepsilon$ and $\mathrm{rt}(s t)=u \in \mathbf{T}(R, \mathfrak{A})^{s}$, also the following states are l-states:
(viii) st $:=\left\langle p s: t_{k+1}: \ldots: t_{n}:[f]:\right.$ ret, $\left.a_{1}: \ldots: a_{k-1}: d s, e s\right\rangle \in \mathbf{1 S t}^{s^{\prime}}$ for each $f \in F_{\text {base }}^{\left(w, s^{\prime}\right)}, w=s_{1} \ldots, s_{n}, a_{i} \in A^{s_{i}}, t_{i} \in \operatorname{Dec}^{\left(v, s_{i}\right)}, s=s_{k}$, es $=e: e s^{\prime}$, $e \in \mathbf{l E n v}^{v}$, and $\operatorname{rt}(s t):=f a_{1} \ldots a_{k-1} u t_{k+1}[\operatorname{rt}(e)] \ldots t_{n}[\operatorname{rt}(e)]$,
(ix) st $:=\left\langle p s: \operatorname{cond}_{s^{\prime}}\left[t_{1}, t_{2}\right]:\right.$ ret, $\left.d s, e s\right\rangle \in \mathbf{l S t}^{s^{\prime}}$ if $s=$ bool, cond ${ }_{s^{\prime}}\left[t_{1}, t_{2}\right] \in \mathbf{R e d}$, $t_{1}, t_{2} \in \mathbf{D e c}^{\left(w, s^{\prime}\right)}$, es $=e: e s^{\prime}, e \in \mathbf{l E n v}^{w}$, and $\mathrm{rt}(s t):=\operatorname{cond}_{s^{\prime}} u t_{1}[\mathrm{rt}(e)] t_{2}[\mathrm{rt}(e)]$,
(x) st $:=\left\langle p s: t_{k+1}: \ldots: t_{\sigma_{j}}: F_{j}^{\left(w, s^{\prime}\right)}\left[t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right]:\right.$ ret, $\left.a_{1}: \ldots: a_{k-1}: d s, e s\right\rangle \in$ $\mathbf{l S t}^{s^{\prime}}$ if $F_{j}^{\left(w, s^{\prime}\right)}\left[t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right] \in \mathbf{R e d}, w=s_{1} \ldots s_{n_{j}}, a_{i} \in A^{s_{i}}, t_{i} \in \mathbf{D e c}^{\left(v, s_{i}\right)}$, $s=s_{k}$, es $=e: e s^{\prime}, e \in \mathbf{l E n v}^{v}$, and
$\operatorname{rt}(s t):=F_{j} a_{1} \ldots a_{k-1} u t_{k+1}[\operatorname{rt}(e)] \ldots t_{n_{j}}[\operatorname{rt}(e)]$,
(xi) $s t:=\langle p s:$ ret:ret, $d s, e s: e\rangle \in \mathbf{l S t}^{s}$ if $e \in \mathbf{l E n v , ~ a n d ~} \mathrm{rt}(s t):=u$.

Observe that each l-state is a reduction state as it is in decomposed form.
Lemma 57: Let $(w, s) \in S^{*} \times S, e \in \mathbf{l E n v}^{w}$, and $t \in \mathbf{D e c}^{(w, s)}$. Then it holds for $s t=\langle t:$ ret $, \varepsilon, e\rangle \in \operatorname{IntSt}$ that $\operatorname{dec}(s t)=\langle\operatorname{dec}(t):$ ret, $\varepsilon, e\rangle \in \mathbf{l S t}^{s}$ and $\operatorname{rt}(\operatorname{dec}(s t))=$ $t[\mathrm{rt}(e)]$.

Proof: by induction on $t$.
(i) For $t=x_{i} \in \mathbb{X}$ the assertion follows from Definition 56 together with the observation that $x_{i}[\operatorname{rt}(e)]=u_{i}$ if $\operatorname{rt}(e)=\left(u_{1}, \ldots, u_{n}\right)$.
(ii) For $t=c \in C$ we similarly conclude that $\operatorname{dec}(s t) \in \mathbf{l S t}$ and $\operatorname{rt}(s t)=c=$ $c[r t(e)]$.
(iii) Let $t=f t_{1} \ldots t_{n} \in \mathbf{D e c}$ where $n \geq 1$. Hence, $t_{1} \in \mathbf{D e c}$, and by induction hypothesis, $\left\langle\operatorname{dec}\left(t_{1}\right): \mathrm{ret}, \varepsilon, e\right\rangle \in \mathbf{l S t}$ and $\mathrm{rt}\left(\left\langle\operatorname{dec}\left(t_{1}\right): \mathrm{ret}, \varepsilon, e\right\rangle\right)=t_{1}[\mathrm{rt}(e)]$. Then Definition 56 implies that

$$
\begin{aligned}
\left\langle\operatorname{dec}\left(t_{1}\right): t_{2}: \ldots: t_{n}:[f]: \mathrm{ret}, \varepsilon, e\right\rangle & =\langle\operatorname{dec}(t): \mathrm{ret}, \varepsilon, e\rangle \in \mathbf{l S t} \quad \text { and } \\
\mathrm{rt}(\operatorname{dec}(s t)) & =f t_{1}[\mathrm{rt}(e)] t_{2}[\mathrm{rt}(e)] \ldots t_{n}[\mathrm{rt}(e)] \\
& =t[\mathrm{rt}(e)] .
\end{aligned}
$$

(iv) Let $t=$ cond $t_{0} t_{1} t_{2} \in$ Dec. Then $t_{0} \in \mathbf{D e c}$, and by induction $\left\langle\operatorname{dec}\left(t_{0}\right)\right.$ : $\mathrm{ret}, \varepsilon, e\rangle \in \mathbf{l S t}$ and $\operatorname{rt}\left(\left\langle\operatorname{dec}\left(t_{0}\right): \mathrm{ret}, \varepsilon, e\right\rangle\right)=t_{0}[\mathrm{rt}(e)]$. Again Definition $56 \mathrm{im}-$ plies that

$$
\begin{aligned}
\left\langle\operatorname{dec}\left(t_{0}\right): \operatorname{cond}\left[t_{1}, t_{2}\right]: \mathrm{ret}, \varepsilon, e\right\rangle & =\langle\operatorname{dec}(t): \mathrm{ret}, \varepsilon, e\rangle \in \mathbf{l S t} \quad \text { and } \\
\operatorname{rt}(\operatorname{dec}(s t)) & =\operatorname{cond} t_{0}[\operatorname{rt}(e)] t_{1}[\operatorname{rt}(e)] t_{2}[\operatorname{rt}(e)] \\
& =t[\operatorname{rt}(e)]
\end{aligned}
$$

(v) For $t=F_{j} t_{1} \ldots t_{n_{j}} \in \operatorname{Dec}$ where $\sigma_{j} \geq 1$ and, inductively, $\left\langle\operatorname{dec}\left(t_{1}\right):\right.$ ret, $\left.\varepsilon, e\right\rangle \in$ lSt and $\operatorname{rt}\left(\left\langle\operatorname{dec}\left(t_{1}\right):\right.\right.$ ret, $\left.\left.\varepsilon, e\right\rangle\right)=t_{1}[\operatorname{rt}(e)]$ we conclude from Definition 56 that

$$
\begin{aligned}
\left\langle\operatorname{dec}\left(t_{1}\right): t_{2}: \ldots: t_{\sigma_{j}}: F_{j}\left[t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right]: \mathrm{ret}, \varepsilon, e\right\rangle & =\langle\operatorname{dec}(t): \mathrm{ret}, \varepsilon, e\rangle \in \mathbf{l S t} \quad \text { and } \\
\mathrm{rt}(\operatorname{dec}(s t)) & =F_{j} t_{1}[\operatorname{rt}(e)] t_{2}[\operatorname{rt}(e)] \ldots t_{n_{j}}[\operatorname{rt}(e)] \\
& =t[\mathrm{rt}(e)]
\end{aligned}
$$

(vi) For $t=F_{j} t_{1} \ldots t_{n_{j}} \in$ Dec where $\sigma_{j}=0$ we directly see from Definition 56 that

$$
\begin{aligned}
\langle\operatorname{dec}(t): \mathrm{ret}, \varepsilon, e\rangle & =\left\langle F_{j}\left[t_{1}, \ldots, t_{n_{j}}\right]: \mathrm{ret}, \varepsilon, e\right\rangle \in \mathbf{l S t} \quad \text { and } \\
\mathrm{rt}(\operatorname{dec}(s t)) & =t[\operatorname{rt}(e)] .
\end{aligned}
$$

Now we are well prepared to prove that our interpreter implements the leftreduction strategy. For this purpose we start from the obvious correspondence between initial states, and then we show that this correspondence between interpreter states and left-reduction terms is preserved during computation.

Lemma 58 (Correspondence of initial states): Let $(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}^{(w, s)}$ and $\bar{a}=\left(a_{1}, \ldots, a_{n}\right) \in A^{w}$. Then it holds for the initial state st $t_{\bar{a}}:=\left\langle F_{1} x_{1} \ldots x_{n}\right.$ : ret, $\varepsilon, \bar{a}\rangle$ that $\operatorname{dec}\left(s t_{\bar{a}}\right) \in \mathbf{l S t}$ and $\operatorname{rt}\left(\operatorname{dec}\left(s t_{\bar{a}}\right)\right)=F_{1} a_{1} \ldots a_{n}$.

Proof: The claim follows directly from the previous lemma.
Theorem 59: For each interpreter state st $=\langle p s, d s, e s\rangle \in \mathbf{l S t}$ with $p s \neq \varepsilon$ there is st $\mathbf{t n t S}^{\prime}$ such that

$$
s t \vdash_{\text {red }} s t^{\prime} \vdash_{\text {dec }}^{*} \operatorname{dec}\left(s t^{\prime}\right) \in \mathbf{l S t}
$$

and

$$
\mathrm{rt}(s t) \Rightarrow_{l}^{n} \mathrm{rt}\left(\operatorname{dec}\left(s t^{\prime}\right)\right) \text { for some } n \in\{0,1\} .
$$

Proof: by induction on st according to Definition 56.
(ii) For $s t=\langle\mathrm{ret}, a, e\rangle$ we have $s t \vdash_{\text {red }}\langle\varepsilon, a, \varepsilon\rangle \in \mathbf{l S t}$ and $\operatorname{rt}(s t)=a=\operatorname{rt}(\langle\varepsilon, a, \varepsilon\rangle)$ so that the claim holds with $n=0$.
(iii) For $s t=\left\langle\left[x_{i}\right]\right.$ : ret, $\left.\varepsilon,\left(z_{1}, \ldots, z_{k}\right) \cdot e\right\rangle$, the following cases are possible:
(a) $z_{i} \in A$ : here $s t \vdash_{\text {red }}\left\langle\right.$ ret, $\left.z_{i},\left(z_{1}, \ldots, z_{k}\right) \cdot e\right\rangle=: s t^{\prime}$, and hence $\operatorname{dec}\left(s t^{\prime}\right)=s t^{\prime}$ and $\operatorname{rt}(s t)=z_{i}=\operatorname{rt}\left(\operatorname{dec}\left(s t^{\prime}\right)\right)$.
(b) $z_{i} \in$ Dec: we have $s t \vdash_{\text {red }}\left\langle z_{i}\right.$ : ret : ret, $\left.\varepsilon, e:\left(z_{1}, \ldots, z_{k}\right) \cdot e\right\rangle=$ : st'. Here $\operatorname{dec}\left(s t^{\prime}\right) \in \mathbf{l S t}$ holds since Lemma 57 implies that $\left\langle\operatorname{dec}\left(z_{i}\right):\right.$ ret, $\left.\varepsilon, e\right\rangle \in \mathbf{l S t}$, and from Definition 56 we see that also $\operatorname{dec}\left(s t^{\prime}\right)=\left\langle\operatorname{dec}\left(z_{i}\right):\right.$ ret : ret, $\varepsilon, e$ : $\left.\left(z_{1}, \ldots, z_{k}\right) \cdot e\right\rangle \in \mathbf{l S t}$. For the corresponding reduction terms we conclude $\mathrm{rt}(s t)=z_{i}[\mathrm{rt}(e)]$, and, again by Lemma $57, \operatorname{rt}\left(\operatorname{dec}\left(s t^{\prime}\right)\right)=\mathrm{rt}\left(\left\langle\operatorname{dec}\left(z_{i}\right):\right.\right.$ $\mathrm{ret}, \varepsilon, e\rangle)=z_{i}[\mathrm{rt}(e)]$.
(iv) If $s t=\left\langle[f]:\right.$ ret, $\left.a_{1}: \ldots: a_{n}, e\right\rangle \in \mathbf{l S t}$ and $a=f_{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right)$, then $s t \vdash_{\text {red }}$ $\langle\mathrm{ret}, a, e\rangle \in \mathbf{l S t}$ and $\mathrm{rt}(s t)=f a_{1} \ldots a_{n} \Rightarrow_{l} a=\operatorname{rt}(\langle\mathrm{ret}, a, e\rangle)$.
(v) If $s t=\left\langle F_{j}\left[t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right]:\right.$ ret, $\left.a_{1}: \ldots: a_{\sigma_{j}}, e\right\rangle \in \mathbf{l S t}$, then

$$
s t \vdash_{\text {red }}\left\langle d t_{j}: \text { ret }: \text { ret, } \varepsilon,\left(a_{1}, \ldots, a_{\sigma_{j}}, t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right) \cdot e: e\right\rangle=: s t^{\prime}
$$

Here, $\operatorname{dec}\left(s t^{\prime}\right) \in \mathbf{l S t}$ follows as in case (iii)(b), and

$$
\begin{aligned}
\operatorname{rt}(s t) & =F_{j} a_{1} \ldots a_{\sigma_{j}} t_{\sigma_{j}+1}[\operatorname{rt}(e)] \ldots t_{n_{j}}[\operatorname{rt}(e)] \\
& \Rightarrow{ }_{l} d t_{j}\left[\left(a_{1}, \ldots, a_{\sigma_{j}}, t_{\sigma_{j}+1}[\operatorname{rt}(e)], \ldots, t_{n_{j}}[\operatorname{rt}(e)]\right)\right] \\
& =d t_{j}\left[\operatorname{rt}\left(\left(a_{1}, \ldots, a_{\sigma_{j}}, t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right) \cdot e\right)\right] \\
& =\operatorname{rt}\left(\operatorname{dec}\left(s t^{\prime}\right)\right)
\end{aligned}
$$

(vi) If $s t=\left\langle\operatorname{cond}\left[t_{1}, t_{2}\right]:\right.$ ret, true,$\left.e\right\rangle \in \mathbf{l S t}$, then $s t \vdash_{\text {red }}\left\langle t_{1}:\right.$ ret, $\left.\varepsilon, e\right\rangle=$ : st'. Accord$\operatorname{ingly}, \operatorname{dec}\left(s t^{\prime}\right) \in \mathbf{l S t}$, and $\operatorname{rt}(s t)=\operatorname{cond} \operatorname{true} t_{1}[\operatorname{rt}(e)] t_{2}[\operatorname{rt}(e)] \Rightarrow_{l} t_{1}[\operatorname{rt}(e)]=$ $r t\left(\operatorname{dec}\left(s t^{\prime}\right)\right)$.
(vii) The case of false can be dealt with analogously.

The remaining cases concern inductive steps. We first observe a general property of reductions: if

$$
\langle p s: \text { ret, } d s, e s\rangle \vdash_{\text {red }}\left\langle p s^{\prime}: \text { ret, } d s^{\prime}, e s^{\prime}\right\rangle,
$$

then

$$
\left\langle p s: p s_{1}: \text { ret }, d s_{1}: d s, e s: e s_{1}\right\rangle \vdash_{\mathrm{red}}\left\langle p s^{\prime}: p s_{1}: \mathrm{ret}, d s_{1}: d s^{\prime}, e s^{\prime}: e s_{1}\right\rangle
$$

for every possible extension of the interpreter state. This holds since reduction steps only modify a limited amount of upper stack elements whereas the extensions modify stacks at the other end. In addition, the program stack must contain a non-empty $p s$ such that the ret entry remains unchanged.

Now we assume inductively that $s t=\langle p s:$ ret, $d s, e s\rangle \vdash_{\text {red }} s t^{\prime}=\left\langle p s^{\prime}\right.$ : ret, $\left.d s^{\prime}, e s^{\prime}\right\rangle$ with $s t, \operatorname{dec}\left(s t^{\prime}\right) \in \mathbf{l S t}$ and $\mathrm{rt}(s t) \Rightarrow_{l}^{n} \mathrm{rt}\left(\operatorname{dec}\left(s t^{\prime}\right)\right)$ for some $n \in\{0,1\}$. In each of the following cases it follows from the property stated above that the extended state, $\widehat{s t}$, leads again to an l-state:

$$
\widehat{s t} \vdash_{\text {red }} \widehat{s t}^{\prime} \vdash_{\text {dec }}^{*} \operatorname{dec}(\widehat{s t}) \in \mathbf{l S t} .
$$

More precisely, the reduction of $\widehat{s t}$ extends the reduction of $s t$ in the same way as $\widehat{s t}$ extends st: $\widehat{s t}^{\prime}=\widehat{s t^{\prime}}$; furthermore, $\left.\operatorname{dec}\left(\widehat{s t^{\prime}}\right)=\operatorname{dec}\left(\widehat{s t^{\prime}}\right)=\widehat{\operatorname{dec}\left(s t^{\prime}\right.}\right) \in$ lSt. Altogether we see that our interpreter in fact preserves the l-property of states.

We still have to verify that $\mathrm{rt}(\widehat{s t}) \Rightarrow_{l}^{n} \operatorname{rt}\left(\operatorname{dec}\left(\widehat{s t}^{\prime}\right)\right)$. Here we have to treat the four possible extensions separately.
(viii) For $\widehat{s t}=\left\langle p s: t_{k+1}: \ldots: t_{n}:[f]:\right.$ ret, $\left.a_{1}: \ldots: a_{k-1}: d s, e s\right\rangle$ and $\operatorname{rt}(\widehat{s t})=$ $f a_{1} \ldots a_{k-1} \mathrm{rt}(s t) t_{k+1}[\mathrm{rt}(e)] \ldots t_{n}[\mathrm{rt}(e)]$ where $e s=e: e s_{1}$, the induction hypothesis yields

$$
\begin{aligned}
\operatorname{rt}(\widehat{s t}) & \Rightarrow{ }_{l}^{n} f a_{1} \ldots a_{k-1} \operatorname{rt}\left(\operatorname{dec}\left(s t^{\prime}\right)\right) t_{k+1}[\operatorname{rt}(e)] \ldots t_{n}[\operatorname{rt}(e)] \\
& =\operatorname{rt}\left(\left\langle\operatorname{dec}\left(p s^{\prime}\right): t_{k+1}: \ldots: t_{n}:[f]: \operatorname{ret}, a_{1}: \ldots: a_{k-1}: d s^{\prime}, e s^{\prime}\right\rangle\right) \\
& =\operatorname{rt}\left(\operatorname{dec}\left(\left\langle p s^{\prime}: t_{k+1}: \ldots: t_{n}:[f]: \operatorname{ret}, a_{1}: \ldots: a_{k-1}: d s^{\prime}, e s^{\prime}\right\rangle\right)\right) \\
& =\operatorname{rt}\left(\operatorname{dec}\left(\widehat{s t^{\prime}}\right)\right) \\
& =\operatorname{rt}\left(\operatorname{dec}\left(\widehat{s t}^{\prime}\right)\right) .
\end{aligned}
$$

In the remaining cases the claim follows in the same way.
These results show that a computation can be viewed as a sequence of $\mathbf{l}-$ transitions, where the $\mathbf{l}$-transition relation $\vdash_{l} \subseteq \mathbf{l S t} \times \mathbf{l S t}$ is defined by

$$
s t \vdash_{l} s t^{\prime} \quad \text { if } \quad s t \vdash_{\text {red }} s t^{\prime \prime} \vdash_{\text {dec }}^{*} s t^{\prime} \quad \text { for some } s t^{\prime \prime} \in \mathbf{I n t S t} .
$$

Note that if $s t^{\prime}$ and $s t^{\prime \prime}$ exist, they are uniquely determined by $s t$.
Corollary 60: For $(R, \mathfrak{A}) \in \operatorname{Rfd}_{\Sigma}^{(w, s)}, \bar{a} \in A^{w}, b \in A^{s}$ and $s t_{0}:=\operatorname{dec}\left(s t_{\bar{a}}\right)$ we have
(i) $\operatorname{Int} \llbracket R \rrbracket_{\mathfrak{A}}(\bar{a})=b \quad$ iff $\quad s t_{0} \vdash_{l}^{*}\langle\varepsilon, b, \varepsilon\rangle \quad$ and
(ii) $\operatorname{Int} \llbracket R \rrbracket_{\mathfrak{A}}(\bar{a})=\perp \quad$ iff $\quad$ there is an infinite computation $\left(s t_{i} \vdash_{l} s t_{i+1} \mid i \in \mathbb{N}\right)$.

Proof: This is an immediate consequence of our previous results taking into account that $\langle\varepsilon, d s, e s\rangle \in \mathbf{l S t}$ implies that $d s \in A$ and $e s=\varepsilon$.

Theorem 61 (Equivalence of interpreter and l-reduction semantics): It holds for every $(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}$ that

$$
\operatorname{Int} \llbracket R \rrbracket_{\mathfrak{A}}=\operatorname{IRd} \llbracket R \rrbracket_{\mathfrak{A}} .
$$

Proof: If $(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}^{(w, s)}$, then both semantic functions are of type $A^{w} \rightarrow A_{\perp}^{s}$. Hence, it suffices to verify that
(i) $\operatorname{Int} \llbracket R \rrbracket_{\mathfrak{A}}(\bar{a})=b \quad$ implies $\quad \operatorname{IRd} \llbracket R \rrbracket_{\mathfrak{A}}(\bar{a})=b \quad$ and
(ii) $\operatorname{Int} \llbracket R \rrbracket_{\mathfrak{A}}(\bar{a})=\perp \quad$ implies $\quad \operatorname{IRd} \llbracket R \rrbracket_{\mathfrak{A}}(\bar{a})=\perp$
for each $\bar{a} \in A^{w}$ and $b \in A^{s}$.
Proof of (i): If $\operatorname{lnt} \llbracket R \rrbracket_{\mathfrak{A}}(\bar{a})=b$, there is a sequence of l-transitions $\left(s t_{i} \vdash_{l}\right.$ $\left.s t_{i+1} \mid i=0, \ldots, q-1\right)$ such that $s t_{0}=\operatorname{dec}\left(s t_{\bar{a}}\right)$ and $s t_{q}=\langle\varepsilon, b, \varepsilon\rangle$. For the corresponding reduction terms $\mathrm{rt}\left(s t_{i}\right)$ we conclude that $\operatorname{rt}\left(s t_{0}\right)=F_{1} \bar{a}, \operatorname{rt}\left(s t_{q}\right)=b$ and $\mathrm{rt}\left(s t_{i}\right) \Rightarrow_{l}^{n} \mathrm{rt}\left(s t_{i+1}\right)$ for some $n \in\{0,1\}$ and $i=0, \ldots, q-1$. Hence, $F_{1} \bar{a} \Rightarrow_{l}^{*} b$ and thereby $\operatorname{IRd} \llbracket R \rrbracket_{\mathfrak{A}}(\bar{a})=b$.

Proof of (ii): This case is more subtle in so far as we have to distinguish l-transitions corresponding to proper l-reduction steps $(n=1)$ from those with equal reduction terms $(n=0)$. Therefore we define for an l-transition st $\vdash_{l}$ st ${ }^{\prime}$ that

$$
\begin{gathered}
s t \vdash_{l 0} s t^{\prime} \quad \text { if } \quad \mathrm{rt}(s t)=\mathrm{rt}\left(s t^{\prime}\right) \quad \text { and } \\
s t \vdash_{l 1} s t^{\prime} \quad \text { if } \quad \mathrm{rt}(s t) \Rightarrow_{l} \mathrm{rt}\left(s t^{\prime}\right) .
\end{gathered}
$$

Now, if $\operatorname{Int} \llbracket R \rrbracket_{\mathfrak{A}}(\bar{a})=\perp$, there is an infinite computation $\left(s t_{i} \vdash_{l} s t_{i+1} \mid i \in\right.$ $\mathbb{N})$ starting from $s t_{0}=\operatorname{dec}\left(s t_{\bar{a}}\right)$. It remains to show that the corresponding lreduction sequence is infinite, too.

For that purpose we prove that an $l 0$-transition $s t=\langle p s, d s, e s\rangle \vdash_{l 0} s t^{\prime}=$ $\left\langle p s^{\prime}, d s^{\prime}, e s^{\prime}\right\rangle$ has the following property. It holds that either
(a) $s t^{\prime}$ is final, i.e., $s t^{\prime}=\langle\varepsilon, b, \varepsilon\rangle$ for some $b \in A$, or
(b) es is extended by a shortened environment, i.e., es $=\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s_{0}$ and $e s^{\prime}=e: e s$, or
(c) es is preserved and $p s$ is shortened, i.e., $e s^{\prime}=e s$ and $p s=p: p s^{\prime}$.

As a consequence there cannot be an infinite sequence of $l 0$-transitions so that in fact our l-reduction sequence must be infinite.

We prove this $l 0$-property by induction on $s t \in \mathbf{l S t}$ :
(i) $s t=\langle\varepsilon, a, \varepsilon\rangle$ does not allow any $l 0$-transition.
(ii) $s t=\langle$ ret, $a, e\rangle \in$ lSt yields $s t \vdash_{l 0}\langle\varepsilon, a, \varepsilon\rangle$ with property (a).
(iii) $s t=\left\langle\left[x_{i}\right]:\right.$ ret, $\left.\varepsilon,\left(z_{1}, \ldots, z_{m}\right) \cdot e\right\rangle \in \mathbf{l S t}$ :
if $z_{i} \in A$, then $s t \vdash_{l 0}\left\langle\right.$ ret, $\left.z_{i},\left(z_{1}, \ldots, z_{m}\right) \cdot e\right\rangle$ with property (c);
if $z_{i} \in T$, then $s t \vdash_{l 0}\left\langle\operatorname{dec}\left(z_{i}\right):\right.$ ret : ret, $\left.\varepsilon, e:\left(z_{1}, \ldots, z_{m}\right) \cdot e\right\rangle$ with property (b);
(iv) - (vii) do not allow any $l 0$-transition.

Now we assume as induction hypothesis that $s t=\langle p s:$ ret, $d s, e s\rangle \in \mathbf{l S t}$ with $p s \neq \varepsilon$ and that $s t \vdash_{l 0} s t^{\prime}$ has the $l 0$-property.
(viii) Let $s t_{1}=\left\langle p s: t_{k+1}: \ldots: t_{n}:[f]:\right.$ ret, $\left.a_{1}: \ldots: a_{k-1}: d s, e s\right\rangle$.

If $s t_{1} \vdash_{l 0} s t_{1}^{\prime}$, it follows that $s t=\langle p s:$ ret, $d s, e s\rangle \vdash_{l 0} s t^{\prime}=\left\langle p s^{\prime}:\right.$ ret, $\left.d s^{\prime}, e s^{\prime}\right\rangle$ for suitable $p s^{\prime}, d s^{\prime}$, and $e s^{\prime}$, and in addition that $s t_{1}^{\prime}=\left\langle p s^{\prime}: t_{k+1}: \ldots: t_{n}\right.$ : $[f]:$ ret, $\left.a_{1}: \ldots: a_{k-1}: d s^{\prime}, e s^{\prime}\right\rangle$. Hence, the $l 0$-property is preserved.

The remaining cases can be treated analogously.

## 5 A Compiler for Recursive Function Definitions

In a final step we now transform the interpreter into a compiler. For this purpose we exploit the fact that only subterms of righthand sides $d t_{j}$ and of the calling term $F_{1} x_{1} \ldots x_{n_{1}}$ may occur as decomposition symbols in a computation. Their reduction symbols are taken as machine commands. All symbols will be replaced by addresses in order to eliminate the implicit control of reduction steps by means of term decomposition and to use instead explicit control by jumps. Only connecting the ret command requires a dynamic control through a return stack. Hence, the program stack will change into a program counter together with a return stack.

First we modify the interpreter replacing symbols by appropriate addresses. Then we show how these addresses permit an explicit control of reduction steps. Thereafter an abstract stack machine together with a compiler emerge as a natural consequence.

Definition 62 (Addresses and their symbols): $\operatorname{Let}(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}$ and $R=$ $\left(F_{j}^{\tau_{j}}=\lambda^{\sigma_{j}} x^{w_{j}} . d t_{j} \mid 1 \leq j \leq r\right)$. The set $\mathbf{A d r} \mathbf{r}_{R} \subseteq \mathbb{N}^{*}$ of addresses of $R$ and their decomposition symbols, given by decsym : Adr ${ }_{R} \rightarrow \mathbf{D e c}$, are defined by
$-j \in \mathbf{A d r}_{R}$ and $\operatorname{decsym}(j):=d t_{j}$ for each $j \in\{1, \ldots, r\}$,
$-0 \in \mathbf{A d r}_{R}$ and decsym(0) $:=F_{1} x^{w_{1}}$, and

- if $\alpha \in \boldsymbol{A d r}_{R}$, decsym $(\alpha)=\varphi t_{1} \ldots t_{m}$, and $1 \leq i \leq m$, then also $\alpha . i \in \mathbf{A d r}_{R}$ and decsym $(\alpha . i)=t_{i}$.

In addition, let $\mathbf{A d r}_{R}^{\text {ret }}:=\mathbf{A d r}_{R} \cup\{r+1\}$.
Each address $\alpha \in \mathbf{A d r}_{R}^{\text {ret }}$ also determines a reduction symbol:
$-\operatorname{redsym}(\alpha):=\operatorname{redsym}(\operatorname{decsym}(\alpha))$ for $\alpha \neq r+1$, and
$-\operatorname{redsym}(r+1):=$ ret.
Note that $\mathbf{A d r}_{R}$ and therefore decsym $\left(\mathbf{A d r} r_{R}\right)$ and redsym $\left(\mathbf{A d r}{ }_{R}^{\text {ret }}\right)$ are finite sets. Since only their elements may occur in an actual computation, we can replace program and environment stack symbols by corresponding addresses. On the program stack we have to distinguish between decomposition and reduction addresses whereas on the environment stack an address always refers to a decomposition symbol.

The interpreter with addresses will be constructed with respect to $(R, \mathfrak{A}) \in$ $\mathbf{R f d}_{\Sigma}$. In contrast, the abstract stack machine has to work for all recursive function definitions. Therefore we use the index $R$ for denoting the sets of addresses and of environment stack values and drop this index later with the abstract stack machine.

Definition 63 (Interpreter with addresses): The address interpreter of $(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}$ is defined by the set

$$
\mathbf{I n t S t}^{@}:=\mathbf{P S}^{@} \times \mathbf{D S} \times \mathbf{E S}_{R}^{@}
$$

of address states where

$$
\begin{aligned}
& \mathbf{P S}^{@}:=\left(\left\{(\alpha, d) \mid \alpha \in \mathbf{A d r}_{R}\right\} \cup\left\{(\alpha, r) \mid \alpha \in \mathbf{A d r}_{R}^{\text {ret }}\right\}\right)^{*} \\
& \mathbf{D S}:=A^{*}, \text { and } \\
& \mathbf{E S}_{R}^{@}:=\left(\mathbf{E n v}_{R}^{@}\right)^{*} \text { where } \mathbf{E n v}_{R}^{@}:=\left(\left(A \cup \mathbf{A d r}_{R}\right)^{*}\right)^{*}
\end{aligned}
$$

by the corresponding transition relation

$$
\vdash:=\vdash_{\mathrm{dec}} \cup \vdash_{\mathrm{red}} \subseteq \mathbf{I n t S t}^{@} \times \mathbf{I n t S t}^{@}
$$

which is given by

```
\(-\langle(\alpha, d): p s, d s, e s\rangle \vdash_{\operatorname{dec}}\langle(\alpha, r): p s, d s, e s\rangle\)
    if decsym \((\alpha)=x\),
\(-\langle(\alpha, d): p s, d s, e s\rangle \vdash_{\operatorname{dec}}\langle(\alpha .1, d): \ldots:(\alpha . n, d):(\alpha, r): p s, d s, e s\rangle\)
    if \(\operatorname{decsym}(\alpha)=f t_{1} \ldots t_{n}\),
\(-\langle(\alpha, d): p s, d s, e s\rangle \vdash_{\mathrm{dec}}\langle(\alpha .1, d):(\alpha, r): p s, d s, e s\rangle\)
    if \(\operatorname{decsym}(\alpha)=\operatorname{cond} t_{0} t_{1} t_{2}\),
\(-\langle(\alpha, d): p s, d s, e s\rangle \vdash_{\operatorname{dec}}\left\langle(\alpha .1, d): \ldots:\left(\alpha . \sigma_{j}, d\right):(\alpha, r): p s, d s, e s\right\rangle\)
    if \(\operatorname{decsym}(\alpha)=F_{j} t_{1} \ldots t_{n_{j}}\),
\(-\langle(\alpha, r): p s, d s, \bar{z} \cdot e: e s\rangle \vdash_{\text {red }}\left\langle p s, d s: z_{i}, \bar{z} \cdot e: e s\right\rangle\)
    if redsym \((\alpha)=\left[x_{i}\right], \bar{z}=\left(z_{1}, \ldots, z_{k}\right), 1 \leq i \leq k\), and \(z_{i} \in A\),
\(-\langle(\alpha, r): p s, d s, \bar{z} \cdot e: e s\rangle \vdash_{\text {red }}\left\langle\left(z_{i}, d\right):(r+1, r): p s, d s, e: \bar{z} \cdot e: e s\right\rangle\)
    if redsym \((\alpha)=\left[x_{i}\right], \bar{z}=\left(z_{1}, \ldots, z_{k}\right), 1 \leq i \leq k\), and \(z_{i} \in \mathbf{A d r}_{R}\),
\(-\left\langle(\alpha, r): p s, d s: a_{1}: \ldots: a_{n}, e s\right\rangle \vdash_{\text {red }}\left\langle p s, d s: f_{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right), e s\right\rangle\)
    if redsym \((\alpha)=[f]\),
\(-\langle(\alpha, r): p s, d s:\) true, \(e s\rangle \vdash_{\text {red }}\langle(\alpha .2, d): p s, d s, e s\rangle\)
    if redsym \((\alpha)=\operatorname{cond}\left[t_{1}, t_{2}\right]\),
\(-\langle(\alpha, r): p s, d s:\) false, \(e s\rangle \vdash_{\text {red }}\langle(\alpha .3, d): p s, d s, e s\rangle\)
    if redsym \((\alpha)=\operatorname{cond}\left[t_{1}, t_{2}\right]\),
\(-\left\langle(\alpha, r): p s, d s: a_{1}: \ldots: a_{\sigma_{j}}, e: e s\right\rangle \vdash_{\text {red }}\)
    \(\left\langle(j, d):(r+1, r): p s, d s,\left(a_{1}, \ldots, a_{\sigma_{j}}, \alpha \cdot\left(\sigma_{j}+1\right), \ldots, \alpha . n_{j}\right) \cdot e: e: e s\right\rangle\)
    if redsym \((\alpha)=F_{j}\left[t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right]\),
\(-\langle(r+1, r): p s, d s, e: e s\rangle \vdash_{\text {red }}\langle p s, d s, e s\rangle\),
```

and by the address interpreter semantics

$$
\operatorname{Int}^{@} \llbracket R \rrbracket_{\mathfrak{A}}: A^{w} \rightarrow A_{\perp}^{s}
$$

where

$$
\operatorname{Int}^{@} \llbracket R \rrbracket_{\mathfrak{A}}\left(a_{1}, \ldots, a_{n_{1}}\right):= \begin{cases}b & \text { if }\left\langle(0, d):(r+1, r), \varepsilon,\left(a_{1}, \ldots, a_{n_{1}}\right)\right\rangle \vdash^{*}\langle\varepsilon, b, \varepsilon\rangle \\ \perp^{s} & \text { if no such } b \in A^{s} \text { exists } .\end{cases}
$$

From this address abstraction it follows directly that the semantics remains unchanged.

Corollary 64: For $(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}$ we have

$$
\operatorname{Int}^{@} \llbracket R \rrbracket_{\mathfrak{A}}=\operatorname{Int} \llbracket R \rrbracket_{\mathfrak{A}} .
$$

Proof: Replacing addresses by corresponding decomposition and reduction symbols an address interpreter computation turns into an equivalent interpreter computation.

Addresses of a program stack value occurring in an actual computation are connected in a particular way. We describe this connection by two functions, first and follow. first $(\alpha)$ gives for decsym $(\alpha)$ the start address of the corresponding computation, i.e., the address of a subterm whose reduction symbol causes the first reduction step. It is determined by decomposition of decsym $(\alpha)$. follow $(\alpha)$ addresses the reduction symbol where the computation continues after evaluating decsym $(\alpha)$.

Definition 65: first : $\mathbf{A d r}_{R}^{\text {ret }} \rightarrow \mathbf{A d r}_{R}^{\text {ret }}$ and follow $: \mathbf{A d r}_{R} \rightarrow \mathbf{A d r}_{R}^{\text {ret }}$ are defined by

$$
\begin{aligned}
& \operatorname{first}(\alpha):= \begin{cases}\alpha & \text { if } \operatorname{decsym}(\alpha) \in \mathbb{X} \cup C \\
& \text { or } \operatorname{decsym}(\alpha)=F_{j} t_{1} \ldots t_{n_{j}}, \sigma_{j}=0 \\
\text { or } \alpha=r+1, \\
\operatorname{first}(\alpha .1) & \text { if } \operatorname{decsym}(\alpha)=f t_{1} \ldots t_{n}, n \geq 1 \\
& \text { or } \operatorname{decsym}(\alpha)=\operatorname{cond} t_{0} t_{1} t_{2} \\
& \text { or } \operatorname{decsym}(\alpha)=F_{j} t_{1} \ldots t_{n_{j}}, \sigma_{j} \geq 1,\end{cases} \\
& \text { follow }(j):=r+1 \quad \text { if } 0 \leq j \leq r, \\
& \text { follow }(\alpha . i):= \begin{cases}\operatorname{first}(\alpha .(i+1)) & \text { if } \operatorname{decsym}(\alpha)=f t_{1} \ldots t_{n}, 1 \leq i<n \\
& \text { or } \operatorname{decsym}(\alpha)=F_{j} t_{1} \ldots t_{n_{j}}, 1 \leq i<\sigma_{j}, \\
\alpha & \text { if } \operatorname{decsym}(\alpha)=f t_{1} \ldots t_{n}, i=n \\
& \text { or } \operatorname{decsym}(\alpha)=F_{j} t_{1} \ldots t_{n_{j}}, i=\sigma_{j} \\
& \text { or } \operatorname{decsym}(\alpha)=\operatorname{cond} t_{0} t_{1} t_{2}, i=1, \\
r+1 & \text { if } \operatorname{decsym}(\alpha)=F_{j} t_{1} \ldots t_{n_{j}}, \sigma_{j}<i \leq n_{j}, \\
\text { follow }(\alpha) & \text { if } \operatorname{decsym}(\alpha)=\operatorname{cond} t_{0} t_{1} t_{2}, i \in\{2,3\} .\end{cases}
\end{aligned}
$$

Definition 66: Connected program stack values ps $\in \mathbf{P S}{ }^{@}$ are defined by the following induction:
$-\varepsilon$ is connected,

- if ps is connected, then $(r+1, r): p s$ is connected,
- if $(\alpha, d): p s$ is connected and $\beta \in \mathbf{A d r}_{R}$ such that follow $(\beta)=\operatorname{first}(\alpha)$, then $(\beta, \nu):(\alpha, d): p s$ is connected for $\nu \in\{d, r\}$,
- if $(\alpha, r): p s$ is connected and $\beta \in \mathbf{A d r}_{R}$ such that follow $(\beta)=\alpha$, then $(\beta, \nu):(\alpha, r): p s$ is connected for $\nu \in\{d, r\}$.

Definition 67: An address state is called reachable if occurs in an actual computation, i.e.,
$-\left\langle(0, d):(r+1, r), \varepsilon,\left(a_{1}, \ldots, a_{n_{1}}\right)\right\rangle$ is reachable for all $\left(a_{1}, \ldots, a_{n_{1}}\right) \in A^{n_{1}}$,

- if $\langle p s, d s, e s\rangle \in \mathbf{I n t S t}{ }^{@}$ is reachable and $\langle p s, d s, e s\rangle \vdash\left\langle p s^{\prime}, d s^{\prime}, e s^{\prime}\right\rangle$, then $\left\langle p s^{\prime}, d s^{\prime}, e s^{\prime}\right\rangle$ is reachable.

Lemma 68: Reachable address states have connected program stack values.
Proof: (i) The initial program stack value $(0, d):(r+1, r)$ is connected because $(r+1, r)$ is connected and follow $(0)=r+1$.
(ii) Decomposition steps preserve the connectedness of program stack values. To show this, let $s t:=\langle(\alpha, d): p s, d s, e s\rangle \vdash_{\text {dec }} s t^{\prime}$ and $(\alpha, d): p s$ be connected. It follows that $p s=(\beta, x): p s^{\prime}$ and that the follow-condition holds for $\alpha$ and $\beta$. There are four types of decomposition steps given by decsym $(\alpha)$.
$-\operatorname{decsym}(\alpha)=x$.
It follows that $s t^{\prime}=\langle(\alpha, r): p s, d s, e s\rangle$. Since the follow-condition of the upper two stack elements remains unchanged, $(\alpha, r): p s$ is connected, too.
$-\operatorname{decsym}(\alpha)=f t_{1} \ldots t_{n}$.
Hence, $s t^{\prime}=\langle(\alpha .1, d): \ldots:(\alpha . n, d):(\alpha, r): p s, d s, e s\rangle$. We conclude as in the previous case that $(\alpha, r): p s$ is connected. Moreover, follow $(\alpha . i)=$ first $(\alpha .(i+1))$ for $i=1, \ldots, n-1$ and follow $(\alpha . n)=\alpha$ which shows that the program stack value of $s t^{\prime}$ is connected.
$-\operatorname{decsym}(\alpha)=\operatorname{cond} t_{0} t_{1} t_{2}$.
Here, $s t^{\prime}=\langle(\alpha .1, d):(\alpha, r): p s, d s, e s\rangle$. Its program stack value is connected because this holds for $(\alpha, r): p s$ and follow $(\alpha .1)=\alpha$.
$-\operatorname{decsym}(\alpha)=F_{j} t_{1} \ldots t_{n_{j}}$.
It follows that $s t^{\prime}=\left\langle(\alpha .1, d): \ldots:\left(\alpha . \sigma_{j}, d\right):(\alpha, r): p s, d s, e s\right\rangle$. Again, we easily check that addresses are connected appropriately.
(iii) Reduction steps also preserve the connectedness of program stack values. There are seven cases:
$-\langle(\alpha, r): p s, d s, \bar{z} \cdot e: e s\rangle \vdash_{\text {red }}\left\langle p s, d s: z_{i}, \bar{z} \cdot e: e s\right\rangle$ where redsym $(\alpha)=\left[x_{i}\right]$, $\bar{z}=\left(z_{1}, \ldots, z_{k}\right), 1 \leq i \leq k$, and $z_{i} \in A$.
Here, $p s$ directly inherits connectedness from $(\alpha, r): p s$.
$-\langle(\alpha, r): p s, d s, \bar{z} \cdot e: e s\rangle \vdash_{\text {red }}\left\langle\left(z_{i}, d\right):(r+1, r): p s, d s, e: \bar{z} \cdot e: e s\right\rangle$ where $\operatorname{redsym}(\alpha)=\left[x_{i}\right], \bar{z}=\left(z_{1}, \ldots, z_{k}\right), 1 \leq i \leq k$, and $z_{i} \in \mathbf{A d r}_{R}$.
In this case, $\left(z_{i}, d\right):(r+1, r): p s$ is connected because this holds for $p s$ and therefore for $(r+1, r): p s$, and because for $z_{i} \in \mathbf{A d} \mathbf{r}_{R}$ being the address of a delayed function call argument we have follow $\left(z_{i}\right)=r+1$.
$-\left\langle(\alpha, r): p s, d s: a_{1}: \ldots: a_{n}, e s\right\rangle \vdash_{\mathrm{red}}\left\langle p s, d s: f_{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right), e s\right\rangle$ and redsym $(\alpha)=[f]$.
Again, ps must be connected because $(\alpha, r): p s$ is.
$-\langle(\alpha, r): p s, d s$ : true, $e s\rangle \vdash_{\text {red }}\langle(\alpha .2, d): p s, d s, e s\rangle$ and $\operatorname{redsym}(\alpha)=\operatorname{cond}\left[t_{1}, t_{2}\right]$.
Now, the assertion follows because follow $(\alpha .2)=$ follow $(\alpha)$.
$-\langle(\alpha, r): p s, d s:$ false, es $\rangle \vdash_{\text {red }}\langle(\alpha .3, d): p s, d s, e s\rangle$ and $\operatorname{redsym}(\alpha)=\operatorname{cond}\left[t_{1}, t_{2}\right]$.
Analogously.
$-\left\langle(\alpha, r): p s, d s: a_{1}: \ldots: a_{\sigma_{j}}, e: e s\right\rangle \vdash_{\text {red }}$
$\left\langle(j, d):(r+1, r): p s, d s,\left(a_{1}, \ldots, a_{\sigma_{j}}, \alpha .\left(\sigma_{j}+1\right), \ldots, \alpha . n_{j}\right) \cdot e: e: e s\right\rangle$ and $\operatorname{redsym}(\alpha)=F_{j}\left[t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right]$.
The assertion follows from follow $(j)=r+1$.
$-\langle(r+1, r): p s, d s, e: e s\rangle \vdash_{\text {red }}\langle p s, d s, e s\rangle$.
Necessarily, $p s$ is connected.
This address connection of program stack values of reachable address states shows that the program stack can be replaced by a program counter pointing to the next reduction symbol and a return stack which holds the dynamic firstaddress after a return address. The control of all other reduction symbols can be described statically by first and follow functions. These considerations suggest the following abstract machine for compiling recursive function definitions.

Definition 69 (Abstract stack machine): Let $\mathfrak{A}$ be a branching $\Sigma$-algebra. Using the infinite set $\mathbf{A d r}:=\mathbb{N}^{*}$ of addresses we define the abstract stack machine of $\mathfrak{A}$ by the set $\mathbf{S t}$ of states together with the set $\mathbf{C m d}$ of commands where

$$
\mathbf{S t}:=\mathbf{P C} \times \mathbf{R S} \times \mathbf{D S} \times \mathbf{E S}^{@}
$$

and

$$
\begin{aligned}
\mathbf{P C} & :=\mathbf{A d r}, \\
\mathbf{R S} & :=\mathbf{A d r}^{*}, \\
\mathbf{D S} & :=A^{*}, \text { and } \\
\mathbf{E S}^{@} & :=\left(\left((A \cup \mathbf{A d r})^{*}\right)^{*}\right)^{*},
\end{aligned}
$$

denote the sets of program counter, return stack, data stack, and environment stack values, respectively, and where

$$
\begin{aligned}
\operatorname{Cmd}:= & \{\operatorname{EVAL}(x, \beta) \mid x \in \mathbb{X}, \beta \in \mathbf{A d r}\} \cup \\
& \left\{\operatorname{EXEC}(f, \beta) \mid f \in F_{\text {base }}, \beta \in \mathbf{A d r}\right\} \cup \\
& \left\{\operatorname{SELECT}\left(\alpha_{1}, \alpha_{2}\right) \mid \alpha_{1}, \alpha_{2} \in \mathbf{A d r}\right\} \cup \\
& \left\{\operatorname{CALL}\left(\alpha_{0}, \sigma, \alpha_{1}, \ldots, \alpha_{m}, \beta\right) \mid \sigma, m \in \mathbb{N}, \alpha_{i}, \beta \in \mathbf{A d r}\right\} \cup \\
& \{\operatorname{RET}\} .
\end{aligned}
$$

Each command $\gamma \in \mathbf{C m d}$ denotes a state transformation $\llbracket \gamma \rrbracket: \mathbf{S t} \rightarrow \mathbf{S t}$ defined by

$$
\begin{aligned}
& -\llbracket \operatorname{EVAL}\left(x_{i}, \beta\right) \rrbracket\left\langle p c, r s, d s,\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right\rangle \\
& \qquad= \begin{cases}\left\langle\beta, r s, d s: z_{i},\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right\rangle & \text { if } 1 \leq i \leq k \text { and } z_{i} \in A \\
\left\langle z_{i}, \beta: r s, d s, e:\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right\rangle & \text { if } 1 \leq i \leq k \text { and } z_{i} \in \mathrm{Adr} \\
-\llbracket \operatorname{EXEC}(f, \beta) \rrbracket\left\langle p c, r s, d s: a_{1}: \ldots: a_{n}, e s\right\rangle\end{cases} \\
& :=\left\langle\beta, r s, d s: f_{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right), e s\right\rangle \\
& -\llbracket \operatorname{SELECT}\left(\alpha_{1}, \alpha_{2}\right) \rrbracket\langle p c, r s, d s: b, e s\rangle
\end{aligned} \quad \begin{aligned}
& := \begin{cases}\left\langle\alpha_{1}, r s, d s, e s\right\rangle & \text { if } b=\text { true } \\
\left\langle\alpha_{2}, r s, d s, e s\right\rangle & \text { if } b=\text { false }\end{cases} \\
& -\llbracket \operatorname{CALL}\left(\alpha_{0}, \sigma, \alpha_{1}, \ldots, \alpha_{m}, \beta\right) \rrbracket\left\langle p c, r s, d s: a_{1}: \ldots: a_{\sigma}, e: e s\right\rangle \\
& \quad:=\left\langle\alpha_{0}, \beta: r s, d s,\left(a_{1}, \ldots, a_{\sigma}, \alpha_{1}, \ldots, \alpha_{m}\right) \cdot e: e: e s\right\rangle \\
& -\llbracket \operatorname{RET} \rrbracket\langle p c, \alpha: r s, d s, e: e s\rangle \\
& :=\langle\alpha, r s, d s, e s\rangle .
\end{aligned}
$$

Note that this abstract stack machine operates only on $A$-values and addresses whereas terms have been eliminated completely.

Definition 70 (Machine programs): Let $\mathbf{A d r} \mathbf{r}_{f} \subseteq \mathbf{A d r}$ be a non-empty and finite subset of addresses. A mapping

$$
\pi: \mathbf{A d r}_{f} \rightarrow \mathbf{C m d}
$$

is called a machine program. For its semantics we associate with $\pi$ a transition relation

$$
\vdash_{\pi} \subseteq \mathbf{S t} \times \mathbf{S t}
$$

defined by $\quad s t=\langle p c, r s, d s, e s\rangle \vdash_{\pi} s t^{\prime} \quad$ if $\quad p c \in \mathbf{A d r}_{f}$ and $s t^{\prime}=\llbracket \pi(p c) \rrbracket(s t)$.

The task of translating a recursive function definition into a suitable machine program is now easily accomplished. We choose $\mathbf{A d r} r_{R}^{\text {ret }}$ as a finite address set. The corresponding commands are determined by their associated reduction symbols together with first and follow functions.

Definition 71 (Compiling a recursive function definition): For $(R, \mathfrak{A}) \in$ $\mathbf{R f d}_{\Sigma}$ we define its machine program

$$
\pi_{R}: \mathbf{A d r}_{R}^{\mathrm{ret}} \rightarrow \mathbf{C m d}
$$

by
$\pi_{R}(\alpha):= \begin{cases}\operatorname{EVAL}\left(x_{i}, \text { follow }(\alpha)\right) & \text { if redsym }(\alpha)=\left[x_{i}\right], \\ \operatorname{EXEC}(f, f \operatorname{follow}(\alpha)) & \text { if redsym }(\alpha)=[f], \\ \operatorname{SELECT}(\operatorname{first}(\alpha .2), \operatorname{first}(\alpha .3)) & \text { if redsym }(\alpha)=\operatorname{cond}\left[t_{1}, t_{2}\right], \\ \operatorname{CALL}\left(\operatorname{first}(j), \sigma_{j}, \operatorname{first}\left(\alpha .\left(\sigma_{j}+1\right)\right),\right. & \text { if redsym }(\alpha)=F_{j}\left[t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right], \\ \left.\ldots, \text { first }\left(\alpha . n_{j}\right), \text { follow }(\alpha)\right) & \text { if redsym }(\alpha)=\text { ret. } .\end{cases}$

We see that compiling essentially appears to be a finite abstraction of control: while the interpreter controls reduction steps by term decomposition during computation, the compiler generates an explicit control through first and follow functions independent of a particular computation. Only the RET-command requires a dynamic control through the return stack.

Iterating the transitions of machine programs we define a compiler semantics for recursive function definitions as follows.

## Definition 72 (Compiler semantics): $\operatorname{For}(R, \mathfrak{A}) \in \operatorname{Rfd}_{\Sigma}^{(w, s)}$ the compiler semantics

$$
\mathrm{Cmp} \llbracket R \rrbracket_{\mathfrak{A}}: A^{w} \rightarrow A_{\perp}^{s}
$$

is defined by:

$$
\mathrm{Cmp} \llbracket R \rrbracket_{\mathfrak{R}}\left(a_{1}, \ldots, a_{n}\right):= \begin{cases}b & \text { if }\left\langle\text { first }(0), 0.0, \varepsilon,\left(a_{1}, \ldots, a_{n}\right)\right\rangle \vdash_{\pi_{R}}^{*}\langle 0.0, \varepsilon, b, \varepsilon\rangle \\ \perp^{s} & \text { if no such } b \in A^{s} \text { exists }\end{cases}
$$

Note that 0 marks the position of the initial term whereas $0.0 \notin \mathbf{A d r}_{R}$ is taken as a standard stop address.

Example 73: For our multiplication example ( $R_{\text {mult }}, \mathfrak{N}$ ), given by

$$
\begin{aligned}
F & =\lambda^{0} x \cdot G(x-1)(H x) \\
G & =\lambda^{1} x y \cdot \operatorname{cond}(x=0) x((G(x-1) y)+y) \\
H & =\lambda^{0} x \cdot H(x+1),
\end{aligned}
$$

we get the following machine program $\pi_{R_{\text {mult }}}$ where we simply write $\alpha: \gamma$; instead of $\pi_{R_{\text {mult }}}(\alpha)=\gamma$ :

$$
\begin{aligned}
0 & : \operatorname{CALL}(1.1 .1,0,0.1,4) ; \\
0.1 & : \operatorname{EVAL}(x, 4) ; \\
1 & : \operatorname{CALL}(2.1 .1,1,1.2,4) ; \\
1.1 & : \operatorname{EXEC}(-, 1) ; \\
1.1 .1 & : \operatorname{EVAL}(x, 1.1 .2) ; \\
1.1 .2 & : \operatorname{EXEC}(1,1.1) ; \\
1.2 & : \operatorname{CALL}(3,0,1.2 .1,4) ; \\
1.2 .1 & : \operatorname{EVAL}(x, 4) ; \\
2 & : \operatorname{SELECT}(2.2,2.3 .1 .1 .1) ; \\
2.1 & : \operatorname{EXEC}(=, 2) ; \\
2.1 .1 & : \operatorname{EVAL}(x, 2.1 .2) ; \\
2.1 .2 & : \operatorname{EXEC}(0,2.1) ; \\
2.2 & : \operatorname{EVAL}(x, 4) ; \\
2.3 & : \operatorname{EXEC}(+, 4) ; \\
2.3 .1 & : \operatorname{CALL}(2.1 .1,1,2.3 .1 .2,2.3 .2) ; \\
2.3 .1 .1 & : \operatorname{EXEC}(-, 2.3 .1) ; \\
2.3 .1 .1 .1 & : \operatorname{EVAL}(x, 2.3 .1 .1 .2) ; \\
2.3 .1 .1 .2 & : \operatorname{EXEC}(1,2.3 .1 .1) ; \\
2.3 .1 .2 & : \operatorname{EVAL}(y, 4) ; \\
2.3 .2 & : \operatorname{EVAL}(y, 2.3) ; \\
3 & \operatorname{CALL}(3,0,3.1 .1,4) ; \\
3.1 & : \operatorname{EXEC}(+, 4) ; \\
3.1 .1 & : \operatorname{EVAL}(x, 3.1 .2) ; \\
3.1 .2 & : \operatorname{EXEC}(1,3.1) ; \\
4 & : \operatorname{RET} ;
\end{aligned}
$$

This machine program generates for input $x=\mathbf{1}$ the following stack machine computation where $\mathbf{0}$ and $\mathbf{1}$ are integers in contrast to the addresses 0 and 1:

| <0 | $0.0, \varepsilon$ | , |  | (1) $\rangle$ |
| :---: | :---: | :---: | :---: | :---: |
| <1.1.1 | 4:0.0, $\varepsilon$ |  |  | - (1) :(1) $\rangle$ |
| < 0.1 | , 1.1.2:4:0.0, $\varepsilon$ |  | (1) : (0.1) | - (1):(1) $\rangle$ |
| <4 | , 1.1.2:4:0.0, $\mathbf{1}$ |  | (1) : 0 . | - (1) :(1) $\rangle$ |
| <1.1.2 | 4:0.0, 1 |  |  | - (1):(1) $\rangle$ |
| <1.1 | 4:0.0, 1:1 |  |  | - (1):(1) $\rangle$ |
| <1 | 4:0.0, $\mathbf{0}$ |  |  | - (1):(1) $\rangle$ |
| <2.1.1 | 4:4:0.0, $\varepsilon$ | , $(\mathbf{0}, 1.2) \cdot(0.1)$ | (1) : (0.1) | ) $\cdot(1):(1)\rangle$ |
| <2.1.2 | 4:4:0.0, $\mathbf{0}$ | , (0,1.2) • (0.1) | (1) : $(0.1)$ | - (1):(1) $\rangle$ |
| <2.1 | 4:4:0.0, 0:0 | , (0,1.2) • (0.1) | (1) : (0.1) | ) $\cdot(1):(1)\rangle$ |
| <2 | 4:4:0.0 , true | , (0,1.2) • (0.1) | (1) : $(0.1)$ | ) $(1):(1)\rangle$ |
| <2.2 | 4:4:0.0, $\varepsilon$ | , (0,1.2) • (0.1) | (1) : 0.1 | - $(1):(1)\rangle$ |
| <4 | 4:4:0.0, $\mathbf{0}$ | , (0,1.2) $\cdot(0.1)$ | (1) : (0.1) | - $(1):(1)\rangle$ |
| <4 | 4:0.0, $\mathbf{0}$ | , |  | - $(1):(1)\rangle$ |
| <4 | $0.0,0$ |  |  | (1) $\rangle$ |
| < 0.0 | $\varepsilon, 0$ |  |  | $\varepsilon)$ |

This shows that $\mathrm{Cmp} \llbracket R_{\text {mult }} \rrbracket_{\mathfrak{N}}(1)=0$.

Now we are well prepared for the final step of our compiler correctness proof.
Theorem 74 (Compiler correctness): For every $(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}$, compiler and address interpreter semantics coincide:

$$
\mathrm{Cmp} \llbracket R \rrbracket_{\mathfrak{A}}=\operatorname{Int}{ }^{@} \llbracket R \rrbracket_{\mathfrak{A}} .
$$

Proof: In order to correlate address interpreter computations with abstract machine computations we abstract from an address state an abstract machine state:

$$
\mathrm{mst}: \mathbf{I n t S t}^{@} \rightarrow \mathbf{S t}
$$

is defined by

$$
\begin{aligned}
\mathrm{mst}\langle p s, d s, e s\rangle & :=\langle\mathrm{pc}(p s), \mathrm{rs}(p s), d s, \mathrm{es}(e s)\rangle \\
\mathrm{pc}(\varepsilon) & :=0.0 \\
\mathrm{pc}((\alpha, d): p s) & :=\mathrm{first}(\alpha) \\
\mathrm{pc}((\alpha, r): p s) & :=\alpha \\
\mathrm{rs}(\varepsilon) & :=\varepsilon \\
\mathrm{rs}((\alpha,-): p s) & :=\mathrm{rs}(p s) \text { if } \alpha \neq r+1 \\
\mathrm{rs}((r+1, r): p s) & :=\mathrm{pc}(p s): \mathrm{rs}(p s) \\
\mathrm{es}\left(e_{1}: \ldots: e_{n}\right) & :=\mathrm{es}\left(e_{1}\right): \ldots: \mathrm{es}\left(e_{n}\right) \\
\mathrm{es}\left(\overline{z_{1}} \cdot \ldots \cdot z_{m}\right) & :=\operatorname{es}\left(\overline{z_{1}}\right) \cdot \ldots \cdot \mathrm{es}\left(z_{m}^{-}\right) \\
\mathrm{es}\left(z_{1}, \ldots, z_{k}\right) & :=\left(\mathrm{es}\left(z_{1}\right), \ldots, \mathrm{es}\left(z_{k}\right)\right) \\
\mathrm{es}(z) & := \begin{cases}z & \text { if } z \in A \\
\operatorname{first}(z) & \text { if } z \in \mathbf{A d r}\end{cases}
\end{aligned}
$$

We prove by induction on reachable address states that mst maps an address interpreter computation onto a semantically equivalent abstract machine computation. Here we exploit the fact that reachable address states have connected program stack values.
(i) The initial address state for $\left(a_{1}, \ldots, a_{n}\right)$ is mapped onto the corresponding initial machine state:
$\operatorname{mst}\left\langle(0, d):(r+1, r), \varepsilon,\left(a_{1}, \ldots, a_{n}\right)\right\rangle=\left\langle\operatorname{first}(0), 0.0, \varepsilon,\left(a_{1}, \ldots, a_{n}\right)\right\rangle$.
(ii) A decomposition step between address states does not change the corresponding machine states. There are two cases:
(a) If $\left.s t=\langle(\alpha, d): p s, d s, e s\rangle \vdash_{\operatorname{dec}}\left\langle(\alpha .1, d): p s_{1}\right), d s, e s\right\rangle=s t^{\prime}$, it follows that first $(\alpha)=$ first $(\alpha .1)$ and $\mathrm{rs}((\alpha, d): p s)=\mathrm{rs}\left((\alpha .1, d): p s_{1}\right)$ and therefore that $\operatorname{mst}(s t)=\operatorname{mst}\left(s t^{\prime}\right)$.
(b) If $\left.s t=\langle(\alpha, d): p s, d s, e s\rangle \vdash_{\text {dec }}\langle(\alpha, r): p s), d s, e s\right\rangle=s t^{\prime}$, then $\operatorname{first}(\alpha)=\alpha$ and $\mathrm{rs}((\alpha, d): p s)=\mathrm{rs}((\alpha, r): p s))$, so that again $\operatorname{mst}(s t)=\operatorname{mst}\left(s t^{\prime}\right)$.
(iii) Reduction steps between reachable address states are mapped onto machine transitions. As for a reachable state $s t=\langle(\alpha, r): p s, d s, e s\rangle$ the program stack value $(\alpha, r): p s$ is connected, it follows that $p s \neq \varepsilon$ and follow $(\alpha)=\mathrm{pc}(p s)$ provided that $\alpha \neq r+1$.
Now, if $s t \vdash_{\text {red }} s t^{\prime}$ and $s t$ is reachable, then $\operatorname{mst}(s t) \vdash_{\pi_{R}} \operatorname{mst}\left(s t^{\prime}\right)$. This is proved by the following case analysis.
(a) Let $s t=\left\langle(\alpha, r): p s, d s,\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right\rangle$, redsym $(\alpha)=\left[x_{i}\right]$ and $z_{i} \in A$. It follows that $s t \vdash_{\text {red }} s t^{\prime}=\left\langle p s, d s: z_{i},\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right\rangle$.
Since $\pi_{R}(\alpha)=\operatorname{EVAL}\left(x_{i}\right.$, follow $(\alpha)$ ), we get for the corresponding machine states

$$
\begin{aligned}
\operatorname{mst}(s t) & =\left\langle\alpha, \operatorname{rs}(p s), d s, \operatorname{es}\left(\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right)\right\rangle \\
& \vdash_{\pi_{R}} \llbracket \operatorname{EVAL}\left(x_{i}, \text { follow }(\alpha)\right) \rrbracket(\operatorname{mst}(s t)) \\
& =\left\langle\operatorname{follow}(\alpha), \operatorname{rs}(p s), d s: z_{i}, \operatorname{es}\left(\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right)\right\rangle \\
& =\left\langle\operatorname{pc}(p s), \operatorname{rs}(p s), d s: z_{i}, \operatorname{es}\left(\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right)\right\rangle \\
& =\operatorname{mst}\left(s t^{\prime}\right) .
\end{aligned}
$$

(b) If $s t=\left\langle(\alpha, r): p s, d s,\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right\rangle$, redsym $(\alpha)=\left[x_{i}\right]$ and $z_{i} \in \mathbf{A d r}_{R}$, it follows that $s t \vdash_{\text {red }} s t^{\prime}=\left\langle\left(z_{i}, d\right):(r+1, r): p s, d s, e:\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right\rangle$ and we conclude similarly

$$
\begin{aligned}
\operatorname{mst}(s t) & \vdash_{\pi_{R}}\left\langle\operatorname{first}\left(z_{i}\right), \text { follow }(\alpha): \operatorname{rs}(p s), d s, \operatorname{es}\left(e:\left(z_{1}, \ldots, z_{k}\right) \cdot e: e s\right)\right\rangle \\
& =\operatorname{mst}\left(s t^{\prime}\right) .
\end{aligned}
$$

(c) For $s t=\left\langle(\alpha, r): p s, d s: a_{1}: \ldots: a_{n}, e s\right\rangle$ with redsym $(\alpha)=[f]$ it follows that $s t \vdash_{\text {red }} s t^{\prime}=\left\langle p s, d s: f_{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right), e s\right\rangle$ and $\pi_{R}(\alpha)=\operatorname{EXEC}(f$, follow $(\alpha))$, so that

$$
\begin{aligned}
\operatorname{mst}(s t) & =\left\langle\alpha, \operatorname{rs}(p s), d s: a_{1}: \ldots: a_{n}, \operatorname{es}(e s)\right\rangle \\
& \vdash_{\pi_{R}} \llbracket \operatorname{EXEC}(f, \operatorname{follow}(\alpha)) \rrbracket(\operatorname{mst}(s t)) \\
& =\left\langle\operatorname{follow}(\alpha), \mathrm{rs}(p s), d s: f_{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right), \mathrm{es}(e s)\right\rangle \\
& =\left\langle\operatorname{pc}(p s), \mathrm{rs}(p s), d s: f_{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right), \mathrm{es}(e s)\right\rangle \\
& =\operatorname{mst}\left(s t^{\prime}\right) .
\end{aligned}
$$

(d) If $s t=\langle(\alpha, r): p s, d s: \operatorname{true}, e s\rangle$ and redsym $(\alpha)=\operatorname{cond}\left[t_{1}, t_{2}\right]$, we see that $s t \vdash_{\text {red }} s t^{\prime}=\langle(\alpha .2, d): p s, d s, e s\rangle$ and $\pi_{R}(\alpha)=\operatorname{SELECT}($ first $(\alpha .2)$, first $(\alpha .3))$, so that

$$
\begin{aligned}
\operatorname{mst}(s t) & =\langle\alpha, \mathrm{rs}(p s), d s: \operatorname{true}, \mathrm{es}(e s)\rangle \\
& \vdash_{\pi_{R}} \llbracket \operatorname{SELECT}(\operatorname{first}(\alpha .2), \text { first }(\alpha .3)) \rrbracket(\operatorname{mst}(s t)) \\
& =\langle\operatorname{first}(\alpha .2), \mathrm{rs}(p s), d s, \operatorname{es}(e s)\rangle \\
& =\operatorname{mst}\left(s t^{\prime}\right) .
\end{aligned}
$$

In the false-case the same holds with the second alternative.
(e) If $s t=\left\langle(\alpha, r): p s, d s: a_{1}: \ldots: a_{\sigma_{j}}, e: e s\right\rangle$ and redsym $(\alpha)=F_{j}\left[t_{\sigma_{j}+1}, \ldots, t_{n_{j}}\right]$, we have $\left.s t\right|_{\text {red }}$
$s t^{\prime}=\left\langle(j, d):(r+1, r): p s, d s,\left(a_{1}, \ldots, a_{\sigma_{j}}, \alpha \cdot\left(\sigma_{j}+1\right), \ldots, \alpha \cdot n_{j}\right) \cdot e: e: e s\right\rangle$. As $\pi_{R}(\alpha)=\operatorname{CALL}\left(\right.$ first $(j), \sigma_{j}$, first $\left(\alpha .\left(\sigma_{j}+1\right)\right), \ldots$, first $\left(\alpha . n_{j}\right)$, follow $\left.(\alpha)\right)$, it follows that

$$
\begin{aligned}
\operatorname{mst}(s t) & =\left\langle\alpha, \operatorname{rs}(p s), d s: a_{1}: \ldots: a_{\sigma_{j}}, \operatorname{es}(e: e s)\right\rangle \\
& \vdash_{\pi_{R}} \llbracket \operatorname{CALL}\left(\operatorname{first}(j), \sigma_{j}, \operatorname{first}\left(\alpha \cdot\left(\sigma_{j}+1\right)\right), \ldots, \text { follow }(\alpha)\right) \rrbracket(\operatorname{mst}(s t)) \\
& =\langle\operatorname{first}(j), \operatorname{follow}(\alpha): \operatorname{rs}(p s), d s, \\
& \left.\operatorname{es}\left(\left(a_{1}, \ldots, a_{\sigma_{j}}, \alpha \cdot\left(\sigma_{j}+1\right), \ldots, \alpha . n_{j}\right) \cdot e: e: e s\right)\right\rangle \\
= & \operatorname{mst}\left(s t^{\prime}\right) .
\end{aligned}
$$

(f) Finally, if $s t=\langle(r+1, r): p s, d s, e: e s\rangle$, it holds that $s t \vdash_{\text {red }} s t^{\prime}=$ $\langle p s, d s, e s\rangle$. Since $\pi_{R}(r+1)=$ RET, the assertion follows by

$$
\begin{aligned}
\operatorname{mst}(s t) & =\langle r+1, \mathrm{pc}(p s): \mathrm{rs}(p s), d s, \mathrm{es}(e: e s)\rangle \\
& \vdash_{\pi_{R}} \llbracket \operatorname{RET}(\operatorname{mst}(s t)) \\
& =\langle\operatorname{pc}(p s), \mathrm{rs}(p s), d s, \mathrm{es}(e s)\rangle \\
& =\operatorname{mst}\left(s t^{\prime}\right) .
\end{aligned}
$$

These results imply that in fact address interpreter and compiler semantics coincide: if Int ${ }^{@} \llbracket R \rrbracket_{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right)=b \in A$, then there is an address interpreter computation $\left\langle(0, d):(r+1, r), \varepsilon,\left(a_{1}, \ldots, a_{n}\right)\right\rangle \vdash^{*}\langle\varepsilon, b, \varepsilon\rangle$. The corresponding abstract machine computation $\left\langle\operatorname{first}(0), 0.0, \varepsilon,\left(a_{1}, \ldots, a_{n}\right)\right\rangle \vdash_{\pi_{R}}^{*}\langle 0.0, \varepsilon, b, \varepsilon\rangle$ proves that also $\mathrm{Cmp} \llbracket R \rrbracket_{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right)=b$ holds.
If on the other hand $\operatorname{Int}{ }^{@} \llbracket R \rrbracket \mathfrak{A}\left(a_{1}, \ldots, a_{n}\right)=\perp$, there is an infinite address interpreter computation $\left(s t_{i} \vdash s t_{i+1} \mid i \in \mathbb{N}\right)$ starting from $s t_{0}=\langle(0, d):(r+$ $\left.1, r), \varepsilon,\left(a_{1}, \ldots, a_{n}\right)\right\rangle$. It must contain an infinite number of reduction steps so that the corresponding machine computation starting from $\left\langle\right.$ first $\left.(0), 0.0, \varepsilon,\left(a_{1}, \ldots, a_{n}\right)\right\rangle$ is infinite, too. Hence, $\mathrm{Cmp} \llbracket R \rrbracket_{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right)=\perp$.

## 6 Conclusion

Using an algebraic and order-theoretic framework we presented a complete correctness proof for compiling recursive function definitions with strictness information into stack code. Due to the absence of higher-order functions and data structures we could develop a stack technique that avoids heaps and closures even for implementing lazy evaluation. Starting from a denotational view we defined a fixed-point semantics taking strictness information into account. For an operational view we first gave a non-deterministic single-step reduction semantics which could later be specialized to a deterministic left-reduction semantics integrating call-by-name and call-by-value evaluation. This separation of reduction semantics turned out to be essential for the equivalence proof being more complex than in the big-step case. Left-reductions naturally led to an interpreter which could thereafter be transformed appropriately into a compiler.

Altogether we proved the equivalence of all semantic models. For any recursive function definition $(R, \mathfrak{A}) \in \mathbf{R f d}_{\Sigma}$ it holds that

$$
\operatorname{Fp} \llbracket R \rrbracket_{\mathfrak{A}}=\operatorname{Red} \llbracket R \rrbracket_{\mathfrak{A}}=\operatorname{IRd} \llbracket R \rrbracket_{\mathfrak{A}}=\operatorname{Int} \llbracket R \rrbracket_{\mathfrak{A}}=\operatorname{Int}{ }^{@} \llbracket R \rrbracket_{\mathfrak{A}}=\mathrm{Cmp} \llbracket R \rrbracket_{\mathfrak{A}} .
$$

## 7 Historical remarks

Already S.C. Kleene [Kle52] presented in his first recursion theorem a connection between operational and fixed-point semantics. He considered strict arithmetical functions and used a computation that corresponds to call-by-value reduction. With the development of programming languages the practical importance of recursive function definitions became evident. As an early example we mention LISP. Its theoretical foundations were developed by J. McCarthy in [McC60]. The denotational method defining the meaning of a program by induction on its syntactic structure was introduced by D. Scott and C. Strachey [SS72]. D. Scott
realized the importance of topological tools, in particular continuous functions on complete partial orders [Sco70]. The algebraic character of denotational semantics has been worked out most explicitly by J.A. Goguen, J.W. Thatcher, E.G. Wagner, and J.B. Wright [GTWW77]. The relationship between fixed-point semantics and evaluation strategies was studied by J. Cadiou [Cad72], Z. Manna and J. Vuillemin [MV72]. However, they only considered the call-by-name fixed point as valid and viewed the call-by-value computation as incorrect when compared to fixed-point semantics. It was shown by J. de Bakker [Bak76] that there is also a fixed-point semantics corresponding to call-by-value. In his book [Win93] G. Winskel gives equivalence proofs for both cases, but using big-step instead of small-step semantics. Here, we consider the latter as it is more convenient for proving the correctness of stack code. The use of stacks for the implementation of programming languages dates back to the early work of F.L. Bauer and K. Samelson [SB60]. They suggested a stack for evaluating arithmetical expressions. The corresponding stack code was proved correct by J. McCarthy and J. Painter [MP67]. Although stacks turned out to be of central importance for compilers, the additional use of a heap was unavoidable. In this paper we could demonstrate that at least in the first order case heaps are unnecessary provided that we can read the full stack. In his master's thesis [Sch87] R. Schlör gave separate proofs for the correctness of call-by-name and call-by-value stack code using a closure technique.
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