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Abstract

With the ubiquitous use of computers in controlling physical systems, it requires to have a new formalism that could model both continuous flows and discrete jumps. Hybrid systems are introduced to this purpose. A hybrid system, which is modeled by a hybrid automaton in the thesis, is equipped with finitely many discrete modes and continuous real-valued variables. A state of it is then represented by a mode along with a valuation of the variables. Given that the system is in a mode \( \ell \), the variable values are changed continuously according to the Ordinary Differential Equation (ODE) associated to \( \ell \), or discretely by a jump starting from \( \ell \). The thesis focuses on the techniques to compute all reachable states over a bounded time horizon and finitely many jumps for a hybrid system with non-linear dynamics. The results of that can then be used in safety verification of the system.

Although a great amount of work has been devoted to the reachability analysis of hybrid systems with linear dynamics, there are few effective approaches proposed for the non-linear case which is very often in applications. The difficulty is twofold. Firstly, it is not easy to find an over-approximation with acceptable accuracy for a set of the solutions of a non-linear ODE. Secondly, to detect and compute the reachable states under a jump requires solving non-linear real arithmetic problems which is also difficult in general. In the thesis, we present our approaches to deal with the above difficulties. For the first one, we present the use of Taylor models as the over-approximate representations for non-linear ODE solutions. Our work can be viewed as a variant of the Taylor model method proposed by Berz et al., such that we are able to efficiently deal with some examples with more than 10 variables. Besides, we also extend the work of Lin and Stadtherr to handle the ODEs with bounded time-varying parameters. For the second difficulty, we present two techniques: (a) domain contraction and (b) range over-approximation to compute an enclosure for the reachable set from which a jump is enabled. They can be seen as Satisfiability Modulo Theories (SMT) solving algorithms which are specialized for the reachability analysis of hybrid systems. In order to reduce the computational cost, we also propose different heuristics for aggregating Taylor models. Besides the above contributions, we describe a method to fast generate Taylor model over-approximations for linear ODE solutions. Its performance is demonstrated via a comparison with the tool SpaceEx.

To make our methods accessible by other people, we implement them in a tool named \texttt{FLOW*}. To examine the effectiveness, we thoroughly compare it with some related tools which are popularly used, according to their functionalities, over a set of non-trivial benchmarks that are collected by us from the areas of mechanics, biology, electronic engineering and medicine. From the experimental results, the advantage of \texttt{FLOW*} over the other tools becomes more apparent when the scale of the system grows. On the other
hand, it also shows that Flow* can be applied to analyzing realistic systems.
Zusammenfassung


Damit unsere Methoden anderen zugänglich wird, haben wir sie in dem Flow* Programm implementiert. Um die Wirksamkeit zu untersuchen, vergleichen wir Flow*

(I thank Prof. Erika Ábrahám and Stefan Schupp for the German translation.)
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Chapter 1

Introduction

Hybrid systems are a class of dynamical systems which exhibit both continuous and discrete behaviors. They are natural modeling formalism for the systems composed of a discrete controller interacting with a physical environment. Nowadays, such systems are also named Cyber-Physical Systems (CPSs) which are ubiquitous in various areas such as automotive, biology, manufacturing, transportation and so on. Hybrid systems often appear in safety-critical situations, thus it is significant to verify their safety properties. Unfortunately, the safety verification of hybrid systems is notoriously difficult. The existing theories on pure discrete or continuous systems can not be easily extended and applied to dealing with the mixed behaviors, and hence new techniques are required.

The purpose of a safety verification task is to ensure that no system behavior violates the given safety property. To do that, most approaches derive a set which captures all system behaviors and then verify that the safety property is satisfied by the set. A great amount of work has been devoted to developing effective algorithmic approaches to produce an over-approximation set of the behavior of a hybrid system. Most of them combine the existing analysis techniques from computer science and control theory. For example, we may first compute a finite discrete abstraction of a hybrid system and then apply a model checking routine to prove the safety. To make the abstraction as small as possible, we may need to use the techniques developed in control theory for studying the system behavior under continuous dynamics.

In this thesis, we focus on proving safety properties of non-linear hybrid systems. We want to compute an over-approximation for the reachable set of a system. If the over-approximation set does not contain any unsafe state, then we can conclude that the system is safe. Otherwise we try to improve the approximation quality and check the inclusion of an unsafe state again.

1.1 Topic

1.1.1 State of the art

One extensively used methodology for detecting unsafe behaviors is simulation. A simulation method examines finitely many executions of a system and tries to find the ones that violate the safety property. Such a method is not able to handle the case that the system has infinitely many executions unless all executions are
guaranteed to be in a computable region around the exemplary ones. Besides, it is also not easy to obtain exact executions for the formal models of hybrid systems, such as hybrid automata. Thus a safety property may not be easily proved or disproved by simulations.

Another way to verify a safety property on a system is formal verification and it is our main topic. In a formal verification task, the system is usually defined by a mathematical model, and we try to prove that no behavior of the model violates the given property. We usually compute all reachable states of the model, if no unsafe state is included then the system is safe. Such an approach is also called reachability analysis. For hybrid systems, widely used mathematical models are hybrid automata. Unfortunately, the problem of determining the reachability of a state for a hybrid automaton is not decidable, and hence there is no complete algorithm to determine whether a given hybrid automaton is safe or not. However, we may resort to computing an over-approximation for the reachable state set. If the over-approximation does not contain any unsafe state then neither does the exact reachable set and the system is safe. Otherwise, the safety is unknown and we may try to refine the over-approximation.

In the past decades, over-approximate reachability analysis for the hybrid automata with all dynamics defined by linear expressions is intensively studied. Most techniques use a scheme called flowpipe construction [Zha92]. That is, given a bounded time horizon $[0, \Delta]$, an over-approximation of the reachable set in $[0, \Delta]$ is iteratively computed as a group of sets $F_1, \ldots, F_N$ such that $F_i$ for each $1 \leq i \leq N$ is an over-approximation of the reachable set over a time segment in $[0, \Delta]$, it is also called a flowpipe over-approximation. Convex geometric objects have been recognized as suitable representations of flowpipe over-approximations, since the computations on them can be done based on existing algorithms. It has been shown that convex polyhedra [CK98, SDI08], ellipsoids [KV00], zonotopes [Gir05] and hyper-rectangles [CA11, CAF11] can be successfully used as flowpipe over-approximations in the reachability analysis of linear hybrid automata. Besides, support functions [LG09] which are symbolic representations for general convex sets even provide a good applicability to handle hundreds of state variables.

For the hybrid automata with non-linear dynamics, convex representations however are not suitable for flowpipe over-approximations. Since the exact reachable set at a time point is usually non-convex under a non-linear continuous dynamics, it is better to use non-convex over-approximations. Some proposed representations are orthogonal polyhedron [BMP99, Dan00], interval sets [RNT11, ERNF11, Gao12], and Taylor models [BM98, CAS12]. Besides, the reachability analysis on a non-linear hybrid automaton may also be done by first deriving a linear or even discrete abstraction of the system and then performing the reachability analysis on the abstracted model. The abstraction can be obtained by applying predicate abstraction [ADI03], hybridization [ADG07, ASB08, DLM09, DMT10] or bisimulation abstraction [HTP05]. A common difficulty of those techniques is to control the size of the abstraction.

Other than the above methods, invariant computation may also be used to prove safety of hybrid automata. The main idea is widely used in program analysis [CC77, CSS03]. Unlike the computation of flowpipe over-approximations, it tries to derive a system of constraints such that all system states satisfy them. Then if the constraints are inconsistent with the specification of the unsafe set, then the system is safe. Such methods may give answers to the verification problems on which flowpipe construction can not work. Some related work can be found in [SSM04, GT08, Pla10].

All of the methods have advantages and disadvantages in different situations. For
example, flowpipe construction does not work well on unbounded time horizons to which
invariant computation is often applied, but the latter one generally requires a much higher
time cost than the former one in a time-bounded analysis task. For the abstraction
methods, although an abstraction model has simpler dynamics than the original system,
the size of it is often exponential in the size of the original one. Henceforth, a combinatorial
use of those techniques is an interesting topic.

1.1.2 Related tools

The development of the reachability analysis techniques results in the presence of
many tools. We summarize some of them in Table 1.1, the techniques used by those
tools are also briefly described. Since different tools may accept different hybrid system
models, we also list the model name for each tool in the table. We should mention that
some of the tools may have more features, but we only concern the ones which are related
to reachability analysis. More details could be found in the listed references.

<table>
<thead>
<tr>
<th>Name</th>
<th>Hybrid system model</th>
<th>Techniques</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>HyTech</td>
<td>hybrid automata</td>
<td>conservative abstraction, polyhedral computation</td>
<td>[HHWT95, HHWT97]</td>
</tr>
<tr>
<td>CHARON</td>
<td>composed agents and modes</td>
<td>simulation</td>
<td>[AGH00, ADE01]</td>
</tr>
<tr>
<td>CheckMate</td>
<td>hybrid automata</td>
<td>convex polyhedron-based flowpipe construction</td>
<td>CK98, SRKC00</td>
</tr>
<tr>
<td>d/dt</td>
<td>hybrid automata</td>
<td>orthogonal polyhedron-based flowpipe construction</td>
<td>[ADM02, Dan00]</td>
</tr>
<tr>
<td>PHAVer</td>
<td>hybrid automata</td>
<td>conservative abstraction, polyhedral computation</td>
<td>[Fre05a, Fre05b]</td>
</tr>
<tr>
<td>MATISSE</td>
<td>constrained linear systems</td>
<td>bisimulation abstraction, zonotope computation</td>
<td>[GP05]</td>
</tr>
<tr>
<td>HSolver</td>
<td>hybrid automata</td>
<td>conservative abstraction, constraint solving</td>
<td>[RS05]</td>
</tr>
<tr>
<td>HYSDEL</td>
<td>discrete hybrid automata</td>
<td>simulation</td>
<td>[Bem04, Kva08]</td>
</tr>
<tr>
<td>Level set toolbox</td>
<td>hybrid automata</td>
<td>level set method</td>
<td>[MT00, MT05]</td>
</tr>
<tr>
<td>Ellipsoidal Toolbox</td>
<td>hybrid automaton with linear time-varying continuous dynamics</td>
<td>Ellipsoidal calculus</td>
<td>[KY06]</td>
</tr>
<tr>
<td>HySAT/iSAT</td>
<td>hybrid automata</td>
<td>interval verified integration, constraint solving</td>
<td>[FHT07, FH07]</td>
</tr>
<tr>
<td>Ariadne</td>
<td>hybrid automata</td>
<td>interval verified integration, constraint solving</td>
<td>[BRC+08]</td>
</tr>
<tr>
<td>KeYmaera</td>
<td>hybrid programs</td>
<td>automated theorem proving</td>
<td>[PQ08, Pla10]</td>
</tr>
<tr>
<td>SpaceEx</td>
<td>hybrid automata with linear dynamics</td>
<td>support function-based flowpipe construction</td>
<td>[La 09, FLD+11]</td>
</tr>
<tr>
<td>NLTOOLBOX</td>
<td>continuous systems, discrete polynomial systems</td>
<td>hybridization, Bernstein polynomial technique</td>
<td>[ADG07, TD13]</td>
</tr>
<tr>
<td>dReach</td>
<td>hybrid automata</td>
<td>interval verified integration, constraint solving</td>
<td>[Gao12, GKC13]</td>
</tr>
</tbody>
</table>

Table 1.1: Tools for reachability analysis of dynamical systems


\section*{1.1.3 Models of hybrid systems}

The models of hybrid systems under our concern are \textit{hybrid automata}. They are widely used mathematical models for hybrid systems. The formal definition of a hybrid automaton will be given in Chapter \[4\]. Here, we present a simple example.

\textbf{Example 1.1.1.} A bouncing ball is illustrated in Figure \[1.1\]. We study its vertical motion such that the ball is initially in a position which is 5-meter high from the ground and its velocity is zero. Under the influence of gravity, the ball starts to fall. When it hits the ground, the velocity is reversed immediately with some loss in the speed. The ball goes upward until the velocity becomes zero and it then starts to fall again.

The bouncing ball example can be viewed as a hybrid system equipped with two state variables \(x\) and \(v\) which represent vertical distance from the ball to the ground and the velocity of the ball, respectively. The velocity \(v\) evolves both continuously when the ball is moving in the air and discretely when the ball is bouncing up. We give the hybrid automaton \(A\) which models the bouncing ball system in Figure \[1.2\]. The model has two real-valued variables \(x, v\), a discrete state (or mode, location) \(\ell\) and a discrete jump. The constant \(g\) is the gravitational acceleration. A state of \(A\) is a tuple \(\langle \ell, \nu \rangle\) such that \(\ell\) denotes the mode name while \(\nu : \{x, v\} \to \mathbb{R}\) is a valuation of the variables. The condition \(x \geq 0\) is the mode invariant which means that if \(\langle \ell, \nu \rangle\) is a valid state then \(\nu(x) \geq 0\) must hold. The notation \(x = 0 \land v < 0 \rightarrow v' := -0.8 \cdot v\) denotes that if the value of \(x\) is zero and \(v\) has a negative value then the jump may be executed and after that the value of \(v\) is updated by multiplying it with \(-0.8\). Note that the execution of a jump is not mandatory in a hybrid automaton. The leftmost assignment \(x := 5, v := 0\) denotes the initial valuation of the variables.
1.2 Contributions

The main contributions in the thesis are summarized as follows.

**A framework of generating Taylor model flowpipes for continuous systems.** It has already been shown in [Ber99, Mak98, BM98, MB03, NJN06, MB09] that Taylor models are powerful flowpipe representations for continuous systems. Even for some chaotic systems, such as Lorenz system and Rössler attractor, their behaviors in a considerably long time can be tightly wrapped by Taylor models. However, Taylor models have a terrible scalability on the number of system variables since the largest size (number of terms) of a fixed-degree polynomial rises heavily with regard to the number of its variables. In Chapter 3 a general framework for computing Taylor model flowpipes is presented. We propose some efficient techniques as well as heuristics which can be easily embedded into the main framework. In order to improve the overall performance, we present the techniques to adaptively change the time step-sizes or Taylor model orders during a flowpipe construction according to a user-specified remainder bound. To deal with the continuous systems with bounded time-varying uncertainties, we describe an approach using Taylor model arithmetic. Furthermore, to optimize the performance on linear continuous systems, we present a flowpipe construction method which combines Taylor model and support function calculus. Based on the experiments, it can be seen that our method is very competitive to the support function methods implemented in SpaceEx.

**Taylor model flowpipe construction for hybrid systems.** The extension of using Taylor models to generate flowpipe over-approximations for hybrid automata is non-trivial. Based on the techniques for continuous dynamics, we are able to over-approximate the reachable set in a mode. However, new techniques are still required to handle jumps and mode invariants. That is, we need to compute the intersection of a flowpipe over-approximation and a jump guard (or mode invariant). Such a task is not easy in general since the intersection is often not a Taylor model. Hence, we seek to compute an over-approximation of it. To do so, we present two techniques which are named *domain contraction* and *range over-approximation*. In the former one, we try to contract the domain of the Taylor model as much as possible such that the exact intersection is still in it. In the latter one, we over-approximate the Taylor model by a polytope, and then compute the polytope/guard (or polytope/invariant) intersection. An advantage of the former technique is that we do not need additional over-approximation on the result, since it is already a Taylor model. For the latter one, we need to further over-approximate the intersection by a Taylor model, but we can make it entirely lie in the guard (or invariant) set. Moreover, we also show that the two techniques can be used in combination. To reduce the computational cost in a reachability analysis task, we present several methods to aggregate a set of Taylor models. The details will be described in Chapter 4.

**Implementation of the tool Flow*.** We implement most of our techniques in the tool Flow*. The main functionalities of it is as follows.

1. Computing Taylor model flowpipes for non-linear hybrid automata. The results form an over-approximation of the states which can be reached within a bounded time
CHAPTER 1. INTRODUCTION

Figure 1.3: Flowpipe over-approximations of the bouncing ball model

horizon and number of jumps.

(2) Verifying a safety property on a given set of Taylor models. An unsafe set is specified
by a system of polynomial inequalities in Flow*. To ensure that all Taylor models
are safe, we verify the inconsistency of the unsafe set and the Taylor models.

(3) If an unsafe flowpipe is detected, the tool outputs an execution of the automaton
which may possibly lead the system to an unsafe set.

The tool consists of the following main components:

(a) a basic arithmetic library for intervals and Taylor models,

(b) a Taylor model integrator for computing the flowpipes under a continuous dynamics,

and

(c) a Taylor model library for handling mode invariants, jump guards and proving safety
properties.

The basic arithmetic library is implemented based on the GNU Multiple Precision Arith-
metic Library (GMP) and the Multiple Precision Floating-Point Reliable Library (MPFR).
To ensure the conservativeness during a reachability analysis task, we treat every real
number as an interval. Besides, the tool also produces a 2D visualization of Taylor model
flowpipes. For the bouncing ball model given in Example 1.1.1, the octagon enclosures
of the Taylor model flowpipes in 5 jumps are illustrated in Figure 1.3. Heuristics for
improving the overall performance in different situations are also implemented in Flow*.
A detailed description is given in Chapter 5.
The content in the thesis covers some work packages in the DFG project HyPro, in which we also plan to collect a set of linear and non-linear hybrid system benchmarks for evaluating existing tools.

1.3 Outline

The thesis is organized as follows. In Chapter 2 we list our notation convention and introduce the basic definitions and theorems of interval and Taylor model arithmetic. A general framework of Taylor model flowpipe construction for continuous systems is presented in Chapter 3. We extend the related work by introducing more efficient techniques and the functionality to handle time-varying parameters. In Chapter 4, the approach to generate Taylor model flowpipes for hybrid automata is discussed in detail. We also show various techniques and heuristics to improve the overall performance. The implementation of Flow* is described in Chapter 5.

1.4 Personal publications

1.4.1 Publications included in the thesis

The thesis is partially composed of the work in the following publications.


Abstract. In this paper we propose an approach to over-approximate the reachable set (with bounded time and number of transitions) of a hybrid system by a finite set of polytopes. The constraints of the polytope are determined by a direction choice method. For the hybrid systems whose (1) continuous dynamics are linear, (2) invariants and guards are defined by linear inequalities, and (3) variable resets are expressed by invertible affine maps, we show that the over-approximations can be computed in polynomial time, and the overestimation can be arbitrarily reduced by decreasing the discretization time step if the continuous dynamics are all deterministic. Some experimental results are also presented to show the effectiveness of our approach.

My contribution: main approach and the experiments.


Abstract. We present a new approach to compute the reachable set with a bounded number of jumps for a rectangular automaton. The reachable set under a flow transition is computed as a polyhedron which is represented by a conjunction of finitely
many linear constraints. If the bound is viewed as a constant, the computation time is polynomial in the number of variables.

My contribution: main approach and the experiments.


Abstract. We propose an approach for verifying non-linear hybrid systems using higher-order Taylor models that are a combination of bounded degree polynomials over the initial conditions and time, bloated by an interval. Taylor models are an effective mean for computing rigorous bounds on the complex time trajectories of non-linear differential equations. As a result, Taylor models have been successfully used to verify properties of non-linear continuous systems. However, the handling of discrete (controller) transitions remains a challenging problem. In this paper, we provide techniques for handling the effect of discrete transitions on Taylor model flowpipe construction. We explore various solutions based on two ideas: domain contraction and range over-approximation. Instead of explicitly computing the intersection of a Taylor model with a guard set, domain contraction makes the domain of a Taylor model smaller by cutting away parts for which the intersection is empty. It is complemented by range over-approximation that translates Taylor models into commonly used representations such as template polyhedra or zonotopes, on which intersections with guard sets have been previously studied. We provide an implementation of the techniques described in the paper and evaluate the various design choices over a set of challenging benchmarks.

My contribution: main approach and the experiments.


Abstract. The tool Flow* performs Taylor model-based flowpipe construction for non-linear (polynomial) hybrid systems. Flow* combines well-known Taylor model arithmetic techniques for guaranteed approximations of the continuous dynamics in each mode with a combination of approaches for handling mode invariants and discrete transitions. Flow* supports a wide variety of optimizations including adaptive step sizes, adaptive selection of approximation orders and the heuristic selection of template directions for aggregating flowpipes. This paper describes Flow* and demonstrates its performance on a series of non-linear continuous and hybrid system benchmarks. Our comparisons show that Flow* is competitive with other tools.

My contribution: improvements of the previous techniques, implementation of the tool, and experiments.

1.4. PERSONAL PUBLICATIONS

Abstract. Since about two decades, formal methods for continuous and hybrid systems enjoy increasing interest in the research community. A wide range of analysis techniques were developed and implemented in powerful tools. However, the lack of appropriate benchmarks make the testing, evaluation and comparison of those tools difficult. To support these processes and to ease exchange and repeatability, we present a manifold benchmark suite for the reachability analysis of hybrid systems. Detailed model descriptions, classification schemes, and experimental evaluations help to find the right models for a given purpose.

My contribution: collection of the non-linear benchmarks and the experiments on Flow*.

The following contributions which have not been published are also included in the thesis.

(i) An algorithm for fast remainder refinement. The method is described in Section 3.3.3. By a comparison with the original method proposed by Berz et al., our algorithm may dramatically reduce the time cost of a flowpipe construction task.

(ii) Generating Taylor model flowpipes for the ODEs with time-varying uncertainties. We present the method in Section 3.5. Although it is similar to the approach proposed by Lin and Stadtherr for treating time-invariant uncertainties, our method can also handle the time-varying case.

(iii) Fast Taylor model flowpipe generation for linear ODEs. The standard Taylor model integration method can not efficiently compute flowpipe over-approximations for linear ODEs. To improve it, we present a method that combines Taylor model as well as support function calculus, such that the performance is very competitive to the algorithms implemented in SpaceEx. The details are described in Section 3.6.

(iv) An efficient vector selection algorithm for determining a template for Taylor model aggregation. It is often necessary to over-approximate several Taylor models by one to relieve the burden in the subsequent computation. However, it is not easy to keep a good accuracy. In Section 4.4.2, we present an algorithm for determining a template of the over-approximation. For a system with $n$ variables, the method selects $n$ linearly independent vectors from the vector set which is derived from the mode invariants, jump guards and users to form an aggregation template.

1.4.2 Other publications


Abstract. We investigate linear programming relaxations to synthesize Lyapunov functions that establish the stability of a given system over a bounded region. In particular, we attempt to discover functions that are more readily useful inside symbolic verification tools for proving the correctness of control systems. Our approach
searches for a Lyapunov function, given a parametric form with unknown coefficients, by constructing a system of linear inequality constraints over the unknown parameters. We examine two complementary ideas for the linear programming relaxation, including interval evaluation of the polynomial form and “Handelman representations” for positive polynomials over polyhedral sets. Our approach is implemented as part of a branch-and-relax scheme for discovering Lyapunov functions. We evaluate our approach using a prototype implementation, comparing it with techniques based on Sum-of-Squares (SOS) programming. A comparison with SOSTOOLS is carried out over a set of benchmarks gathered from the related work. The evaluation suggests that our approach using Simplex is generally fast, and discovers Lyapunov functions that are simpler and easy to check. They are suitable for use inside symbolic formal verification tools for reasoning about continuous systems.

My contribution: discussion on the main approach.


Abstract. This paper studies the effect of parameter variation on the behavior of analog circuits at the transistor (netlist) level. It is well known that variation in key circuit parameters can often adversely impact the correctness and performance of analog circuits during fabrication. An important problem lies in characterizing a safe subset of the parameter space for which the circuit can be guaranteed to satisfy the design specification. Due to the sheer size and complexity of analog circuits, a formal approach to the problem remains out of reach, especially at the transistor level. Therefore, we present a statistical model inference approach that exploits recent advances in statistical verification techniques. Our approach uses extensive circuit simulations to infer polynomials that approximate the behavior of a circuit. A procedure inspired by statistical model checking is then introduced to produce “statistically sound” models that extend the polynomial approximation. The resulting model can be viewed as a statistically guaranteed over-approximation of the circuit behavior. The proposed technique is demonstrated with two case studies in which it identifies subsets of parameters that satisfy the design specifications.

My contribution: discussion on the main approach.


Abstract. The last decade brought us a whole range of over-approximative algorithms for the reachability analysis of hybrid automata, a widely used modeling language for systems with combined discrete-continuous behavior. Besides theoretical results, there are also some tools available for proving safety in the continuous time domain. However, if a given set of critical states is found to be reachable, these tools do not provide counterexamples for models beyond timed automata.
1.4. PERSONAL PUBLICATIONS

This paper investigates the question whether and how available tools can be used to generate counterexamples, even if this functionality is not directly supported. Using the tools SpaceEx and Flow*, we discuss possibilities to solve our task with and without modifying the tools’ source code, report on the effort and the efficiency of implementation, and propose a simulation-based approach for the validation of the resulting (possibly spurious) counterexamples.

My contribution: discussion on the main approach and design of the experiments.


Abstract. We propose an approach for computing under- as well as over-approximations for the reachable sets of continuous systems which are defined by non-linear Ordinary Differential Equations (ODEs). Given a compact and connected initial set of states, described by a system of polynomial inequalities, we compute under-approximations of the set of states reachable over time. Our approach is based on a simple yet elegant technique to obtain an accurate Taylor model over-approximation for a backward flowmap based on well-known techniques to over-approximate the forward map. Next, we show that this over-approximation can be used to yield both over- and under-approximations for the forward reachable sets. Based on the result, we are able to conclude “may” as well as “must” reachability to prove properties or conclude the existence of counterexamples. A prototype of the approach is implemented and its performance is evaluated over a reasonable number of benchmarks.

My contribution: main approach and the experiments.


Abstract. We examine linear programming (LP) based relaxations for synthesizing polynomial Lyapunov functions to prove the stability of polynomial ordinary differential equations (ODEs). Our approach starts from a desired parametric polynomial form of the polynomial Lyapunov function. Subsequently, we encode the positive definiteness of the function, and the negation of its derivative, over the domain of interest. We first compare two classes of relaxations for encoding polynomial positivity: relaxations by sum-of-squares (SOS) programmes, against relaxations based on Handelman representations and Bernstein polynomials, that produce linear programmes. Next, we present a series of increasingly powerful LP relaxations based on expressing the given polynomial in its Bernstein form, as a linear combination of Bernstein polynomials. Subsequently, we show how these LP relaxations can be used to search for Lyapunov functions for polynomial ODEs by formulating LP instances. We compare our techniques with approaches based on SOS on a suite of automatically synthesized benchmarks.

My contribution: discussion on the methods.
Chapter 2

Preliminaries

2.1 Notations

Our notation convention is given as follows.

Sets. We use capital letters such as $A$, $B$, etc. to denote sets of elements. A set is called a singleton if it contains exactly one element. Given a set $A$, we denote by $\overline{A}$ its complement set and by $2^A$ its power set which consists of all subsets of $A$. For two sets $A$ and $B$, we denote by $A \cap B$ their intersection and by $A \cup B$ their union. The relative complement of $B$ w.r.t. $A$ is denoted by $A \setminus B$. Besides, we use the following notations to represent sets of numbers. The sets of reals and rationals are denoted by $\mathbb{R}$ and $\mathbb{Q}$ respectively. We use $\mathbb{Z}$ to denote the set of integers, and use $\mathbb{N}$ to denote the set of natural numbers which are non-negative integers. In the Euclidean space $\mathbb{R}^n$ for some $n \in \mathbb{N}$ and $n > 0$, we call an element of $\mathbb{R}^n$ a vector as well as a point.

Vectors and matrices. We denote a (column) vector by a tuple $(x_1, \ldots, x_n)$ or a letter with a vector over it, such as $\vec{x}$. Row vectors are represented by transposes of column vectors, for example $\vec{x}^T$. Given a vector $\vec{x}$, we denote by $x_i$ or $\vec{x}[i]$ the $i$-th component of $\vec{x}$, and we use $\text{Dim}(\vec{x})$ to denote the dimension of $\vec{x}$, that is, the number of components in $\vec{x}$. The symbol $\| \cdot \|$ stands for Euclidean norm of vectors. Vectors are also used to collectively represent a set of ordered variables or constants in the thesis. For example, the variables $x_1, \ldots, x_n$ can be denoted by $\vec{x}$. Matrices are denoted by capital letters. We occasionally use a matrix to collectively represent a set of column vectors which are columns of the matrix.

Functions. Given a function $f$, we denote by $\text{Dom}(f)$ the domain and by $\text{Rng}(f)$ the range of $f$ respectively. The dimension of $f$ is the dimension of its values. Given a set $D$, we use $C^k(D)$ to denote the set of functions $f$ such that for any $\vec{x} \in D$, all partial derivatives of $f$ at $\vec{x}$ up to order $k$ exists and are continuous. Note that $D$ is not necessarily same as the domain of $f$ but should be a subset of it. Thereby, the symbols $C^0(D)$ and $C^\omega(D)$ stand for the sets of continuous functions and analytic functions respectively. A vector-valued function can be defined by a vector of real-valued functions. In the thesis, we do not distinguish real-valued and vector-valued functions unless it is intentionally pointed out.
2.2 Interval arithmetic

2.2.1 Basic definitions and theorems

A (real) interval is the set of real numbers which are between two real endpoints \(a, b \in \mathbb{R}\) such that \(a \leq b\). In the thesis, the four types of intervals are denoted in the following way.

\[
(a, b) = \{c \in \mathbb{R} | a < c < b\}
\]
\[
[a, b) = \{c \in \mathbb{R} | a \leq c < b\}
\]
\[
(a, b] = \{c \in \mathbb{R} | a < c \leq b\}
\]
\[
[a, b] = \{c \in \mathbb{R} | a \leq c \leq b\}
\]

The endpoints \(a, b\) are also allowed to take the infinities \(-\infty\) and \(+\infty\) when the bound is strict. We call the intervals with non-strict bounds closed intervals, and we denote the set of them by \(\mathbb{IR}\). For an interval \(I = [a, b] \in \mathbb{IR}\), we call \(a\) the lower bound and \(b\) the upper bound of \(I\). Both of them are also called endpoints.

The width, midpoint and magnitude of an interval \([a, b] \in \mathbb{IR}\) are defined by

\[
\text{Width: } W([a, b]) = b - a
\]
\[
\text{Midpoint: } \text{Mid}([a, b]) = \frac{(a + b)}{2}
\]
\[
\text{Magnitude: } \text{Mag}([a, b]) = \max\{|a|, |b|\}
\]

We call an interval \(I\) degenerate if \(W(I) = 0\), i.e., \(I\) is singleton, and symmetric if \(\text{Mid}(I) = 0\).

Similar to reals, intervals can also be organized as vectors or matrices. Given two interval vectors \(\vec{X}, \vec{Y}\) with \(\text{Dim}(\vec{X}) = \text{Dim}(\vec{Y})\), we use \(\vec{X} \subseteq \vec{Y}\) to denote that \(\vec{X}[i] \subseteq \vec{Y}[i]\) for all \(1 \leq i \leq \text{Dim}(\vec{X})\). The above three operators on an interval vector \(\vec{I}\) are defined as follows. The midpoint of an interval vector \(\vec{I}\) is also a vector such that

\[
\text{Midpoint: } \text{Mid}(\vec{I})[i] = \text{Mid}(\vec{I}[i])
\]

for \(1 \leq i \leq \text{Dim}(\vec{I})\). The width or magnitude of an interval vector is a real value which is the maximum width or magnitude respectively of the components:

\[
\text{Width: } \text{W}(\vec{I}) = \max_{1 \leq i \leq \text{Dim}(\vec{I})}\{\text{W}(\vec{I}[i])\}
\]
\[
\text{Magnitude: } \text{Mag}(\vec{I}) = \max_{1 \leq i \leq \text{Dim}(\vec{I})}\{\text{Mag}(\vec{I}[i])\}
\]

In the rest of the thesis, we also call interval vectors intervals and simply discard the arrow symbol in their notations. For simplicity, we sometimes also denote an interval vector by a Cartesian product, such as \([a, b]^n\). Besides, intervals are also called boxes or grids.

Given two intervals \(X, Y \in \mathbb{IR}\) and a binary operator \(\circ\) over reals, the result \(X \circ Y\) is defined by the set

\[
X \circ Y = \{x \circ y | x \in X, y \in Y\}
\]

which consists of the elements \(x \circ y\) for all \(x \in X\) and \(y \in Y\). If \(\circ\) defines a continuous mapping from \(\mathbb{R}^2\) to \(\mathbb{R}\), the set \([2.1]\) is also an interval. Hence, the basic four operators \(+, -, \cdot, /\) over reals can be extended to deal with intervals, and the endpoints of the results
can be computed from the endpoints of the operands.

\[
\begin{align*}
\text{Addition:} & \quad [a, b] + [c, d] = [a + c, b + d] \\
\text{Subtraction:} & \quad [a, b] - [c, d] = [a - d, b - c] \\
\text{Multiplication:} & \quad [a, b] \cdot [c, d] = \min\{a \cdot c, a \cdot d, b \cdot c, b \cdot d\}, \\
& \quad \max\{a \cdot c, a \cdot d, b \cdot c, b \cdot d\} \\
\text{Division:} & \quad [a, b] / [c, d] = [a, b] \cdot [1/d, 1/c]
\end{align*}
\]

wherein \(0 \notin [c, d]\) for division. Similar to real arithmetic, the addition and multiplication operators on intervals are also \textit{commutative} and \textit{associative}. However, multiplication is only \textit{sub-distributive} over addition on intervals. That is, for any intervals \([a_1, b_1], [a_2, b_2]\) and \([a_3, b_3]\), we have the following inclusion

\([a_1, b_1] \cdot ([a_2, b_2] + [a_3, b_3]) \subseteq ([a_1, b_1] \cdot [a_2, b_2]) + ([a_1, b_1] \cdot [a_3, b_3])\)

in which the equivalence does not hold generally.

Standard functions such as exponential, logarithm and square root can also be extended to their interval versions:

\[
\begin{align*}
\text{Exponential:} & \quad \exp([a, b]) = [\exp(a), \exp(b)] \\
\text{Logarithm:} & \quad \log([a, b]) = [\log_c(a), \log_c(b)] \\
\text{Square root:} & \quad \sqrt{[a, b]} = [\sqrt{a}, \sqrt{b}]
\end{align*}
\]

wherein \(c > 1, 0 < a \leq b\) must hold for logarithm, and \(0 \leq a \leq b\) must hold for square root. The \(n\)-th power of an interval is also an interval which can be computed by Algorithm 1. Note that in general, the algorithm yields more accurate results than those computed by merely applying interval multiplications.

Given \([a, b] \in \mathbb{IR}\), the interval of \(\sin([a, b])\) is computed in the following way. We check the inclusions of the points \((2n - \frac{1}{2})\pi\) and \((2n + \frac{1}{2})\pi\) for \(n \in \mathbb{Z}\) in \([a, b]\). If \((2n - \frac{1}{2})\pi \in [a, b]\) holds for some \(n \in \mathbb{Z}\), the lower bound of \(\sin([a, b])\) is \(-1\). Otherwise the lower bound is \(\min\{\sin(a), \sin(b)\}\). On the other hand, if \((2n + \frac{1}{2})\pi \in [a, b]\) holds for some \(n \in \mathbb{Z}\), the upper bound of \(\sin([a, b])\) is \(1\). Otherwise the upper bound is \(\max\{\sin(a), \sin(b)\}\). We give the computation by Algorithm 2. The interval computations for the other trigonometric functions can be done analogously. Based on the above basic operators, an elementary function may also be extended to handle interval arguments.

Computing the set of values of a function according to a set of inputs is often required in many analysis tasks such as verification. Such a computation can not be done by computing the result for each input, since they are usually infinitely many. Then it is necessary to introduce set-based arithmetic to function evaluations. Given a function \(f\), a united extension \(F\) of \(f\), as stated by Definition 2.2.1, always returns the exact value set of \(f\) according to the input of \(F\). However, if we restrict the sets to intervals, the interval united extension of a function does not exist in general. Therefore, we resort to a weaker version which is called \textit{interval extension}. It deals with intervals and produces the same results as that of \(f\) on the degenerate interval (real) inputs.

**Definition 2.2.1** (United extension). Given a function \(f(\bar{x})\) over the domain \(D \subseteq \mathbb{R}^n\) for some \(n \in \mathbb{N}\). We say that a set-valued function \(F(X)\) over \(X \in 2^D\) is the united extension of \(f\), if

\[F(C) = \{f(\bar{c}) \mid \bar{c} \in C\}\]

for all \(C \in 2^D\).
Algorithm 1 The $n$-th power of an interval

**Input:** an interval $[a, b]$ and $n \in \mathbb{N}$

**Output:** the interval of $([a, b])^n$

1: if $n$ is odd then
2: $c \leftarrow a^n$;
3: $d \leftarrow b^n$;
4: else
5: if $a \geq 0$ then
6: $c \leftarrow a^n$;
7: $d \leftarrow b^n$;
8: else if $b < 0$ then
9: $c \leftarrow b^n$;
10: $d \leftarrow a^n$;
11: else
12: $c \leftarrow 0$;
13: $d \leftarrow \max\{a^n, b^n\}$;
14: end if
15: end if
16: return $[c, d]$;

Algorithm 2 The interval sine function

**Input:** an interval $[a, b]$ 

**Output:** the interval of $\sin([a, b])$

1: if $\exists n \in \mathbb{Z}. ((2n - \frac{1}{2})\pi \in [a, b])$ then
2: $c \leftarrow -1$;
3: else
4: $c \leftarrow \min(\sin(a), \sin(b))$;
5: end if
6: if $\exists n \in \mathbb{Z}. ((2n + \frac{1}{2})\pi \in [a, b])$ then
7: $d \leftarrow 1$;
8: else
9: $d \leftarrow \max\{\sin(a), \sin(b)\}$;
10: end if
11: return $[c, d]$;
Definition 2.2.2 (Interval extension). Given a function \( f(\vec{x}) \) over the domain \( D \subseteq \mathbb{R}^n \) for some \( n \in \mathbb{N} \). We say that the interval-valued function \( F(\vec{X}) \) is an interval extension of \( f \) if for all \( \vec{c} \in D \there exists \)
\[
F(\vec{C}) = [f(\vec{c}), f(\vec{c})]
\]
wherein \( C_i = [c_i, c_i] \) for \( 1 \leq i \leq n \).

Definition 2.2.3 (Inclusion isotonicity). We call an interval extension \( F \) over the domain \( D \subseteq \mathbb{R}^n \) inclusion isotonic, if for all \( X, Y \in D \) and \( X \subseteq Y \), there is \( F(X) \subseteq F(Y) \).

By the fundamental theorem of interval analysis, if an interval extension \( F \) of a real-valued function \( f \) is inclusion isotonic, then for any interval input \( \vec{C} \subseteq \text{Dom}(f) \), \( F(\vec{C}) \) is always an interval enclosure (or over-approximation) of the exact function range \( \{ f(\vec{c}) | \vec{c} \in \vec{C} \} \).

Theorem 2.2.4 (Fundamental theorem of interval analysis [MKC09]). If \( F \) is an inclusion isotonic interval extension of \( f \), then we have that \( \{ f(\vec{c}) | \vec{c} \in \vec{C} \} \subseteq F(\vec{C}) \) for all interval inputs \( \vec{C} \subseteq \text{Dom}(f) \).

For a real-valued function \( f \) over an interval domain \( D \), in general, it is not easy to find an interval extension \( F \) of it such that the set \( F(\vec{C}) \) for an input interval \( \vec{C} \subseteq D \) is always the smallest interval enclosure of \( \{ f(\vec{c}) | \vec{c} \in \vec{C} \} \). As stated by Theorem 6.1 in [MKC09], if the extension \( F \) is inclusion isotonic as well as Lipschitz in \( D \), then we may arbitrarily approach the smallest interval enclosure by performing a finer uniform subdivision on the input interval. A detailed description is given as follows.

Definition 2.2.5. An interval extension \( F(\vec{X}) \) is Lipschitz in \( D \) if there exists \( L \in \mathbb{R} \) such that \( W(F(\vec{C})) \leq L \cdot W(\vec{C}) \) for all \( \vec{C} \subseteq D \). \( F \) is also called an \( L \)-Lipschitz interval extension of \( f \) in \( D \).

Given an \( n \)-dimensional interval \( \vec{C} = ([a_1, b_1], \ldots, [a_n, b_n]) \) and a number \( N \in \mathbb{N} \), the \( N \)-uniform subdivision of \( \vec{C} \) is the set of intervals
\[
\vec{C}_i = ([a_1+(i_1-1) \cdot \frac{b_1-a_1}{N}, a_1+i_1 \cdot \frac{b_1-a_1}{N}], [a_2+(i_2-1) \cdot \frac{b_2-a_2}{N}, a_2+i_2 \cdot \frac{b_2-a_2}{N}], \ldots, [a_n+(i_n-1) \cdot \frac{b_n-a_n}{N}, a_n+i_n \cdot \frac{b_n-a_n}{N}])
\]
for \( 1 \leq i_1, \ldots, i_n \leq N \), i.e., we uniformly divide \( \vec{C} \) into \( N^n \) grids. Then, for an inclusion isotonic and Lipschitz interval extension \( F \) of \( f \), a smaller interval enclosure than \( F(\vec{C}) \) can often be obtained by computing the smallest interval enclosure of \( \bigcup \{ F(\vec{C}_i) | 1 \leq i_1, \ldots, i_n \leq N \} \) for some \( N > 1 \). Moreover, when \( N \to +\infty \), the result converges to the smallest interval enclosure of \( \{ f(\vec{c}) | \vec{c} \in \vec{C} \} \).

The above fact also holds when \( f \) is a vector-valued function, although the range of it is often not an interval. In the following content, we consider the over-approximation quality of the set \( \bigcup \{ F(\vec{C}_i) | 1 \leq i_1, \ldots, i_n \leq N \} \) instead of its smallest interval enclosure.

Definition 2.2.6 (Hausdorff distance). Given two non-empty sets \( X, Y \), the Hausdorff distance between \( X, Y \) is given by
\[
d_H(X, Y) = \sup \{ \sup \inf \| \vec{x} - \vec{y} \|, \sup \inf \| \vec{x} - \vec{y} \| \}.
\]
For a non-empty set $S$ and its over-approximation $S'$, the overestimation in $S'$ can be measured by the Hausdorff distance between $S$ and $S'$. If the Hausdorff distance is zero, then the two sets are identical and there is no overestimation. Hausdorff distance has the following properties (see [Edg08]).

- Given non-empty sets $X, Y, Z$, we have that
  \[ d_H(X, Y) + d_H(Y, Z) \geq d_H(X, Z). \]

- Given non-empty sets $X_1, X_2, Y_1, Y_2$, we have that
  \[ d_H(X_1 \cup X_2, Y_1 \cup Y_2) \leq \sup\{d_H(X_1, Y_1), d_H(X_2, Y_2)\}. \]

When $S' \in \mathbb{R}^n$ is an interval over-approximation of $S \subseteq \mathbb{R}^n$, the Hausdorff distance $d_H(S', S)$ is at most $\sqrt{n} \cdot W(S')$, since the Euclidean distance between two points in $S'$ is bounded by $\sqrt{n} \cdot W(S')$. If the set $S$ is over-approximated by the union of a set of intervals $S_1, \ldots, S_m$ such that $S_i \cap S \neq \emptyset$ for $1 \leq i \leq m$, then the overestimation is given by

\[ \sup_{1 \leq i \leq m} \{d_H(S_i, S_i \cap S)\}. \]

Theorem 2.2.7 tells that if an interval extension $F$ is inclusion isotonic and Lipschitz, then we may always have a more accurate over-approximation, which is a set of intervals obtained by first uniformly subdividing the domain into finer grids and then computing the interval values of $F$.

**Theorem 2.2.7.** Given that $F(\bar{x})$ is an inclusion isotonic and $L$-Lipschitz interval extension of the function $f(\bar{x})$ in the domain $D \in \mathbb{R}^n$, then

\[ d_H(\{f(\bar{x}) \mid \bar{x} \in D\}, \bigcup_{\bar{C} \in D(\mathcal{N})} F(\bar{C})) \leq \frac{\sqrt{m}}{N} \cdot L \cdot W(D) \]

wherein $D(\mathcal{N})$ denotes the $N$-uniform subdivision of $D$, and $m$ is the dimension of $F$.

**Proof.** We consider the bound on $d_H(\{f(\bar{x}) \mid \bar{x} \in \bar{C}\}, F(\bar{C}))$ for a grid $\bar{C} \in D(\mathcal{N})$. Since $F$ is inclusion isotonic and $L$-Lipschitz, we have that $F(\bar{C})$ is an interval enclosure of $\{f(\bar{x}) \mid \bar{x} \in \bar{C}\}$ and $W(F(\bar{C})) \leq L \cdot W(\bar{C})$. Then we may also infer that $d_H(\{f(\bar{x}) \mid \bar{x} \in \bar{C}\}, F(\bar{C})) \leq \sqrt{m} \cdot W(F(\bar{C}))$, and thereby, the distance is also bounded by $\sqrt{m} \cdot L \cdot W(\bar{C})$.

By the definition of uniform subdivision, we have that $W(D) = N \cdot W(\bar{C})$, hence

\[ d_H(\{f(\bar{x}) \mid \bar{x} \in \bar{C}\}, F(\bar{C})) \leq \frac{\sqrt{m}}{N} \cdot L \cdot W(D). \]

Since the sets $\{f(\bar{x}) \mid \bar{x} \in \bar{C}\}$ and $F(\bar{C})$ are non-empty for all $\bar{C} \in D(\mathcal{N})$, we may rewrite the Hausdorff distance $d_H(\{f(\bar{x}) \mid \bar{x} \in D\}, \bigcup_{\bar{C} \in D(\mathcal{N})} F(\bar{C}))$ as

\[ \sup_{\bar{C} \in D(\mathcal{N})} \{d_H(\{f(\bar{x}) \mid \bar{x} \in \bar{C}\}, F(\bar{C}))\}. \]

Hence we have that

\[ d_H(\{f(\bar{x}) \mid \bar{x} \in D\}, \bigcup_{\bar{C} \in D(\mathcal{N})} F(\bar{C})) \leq \frac{\sqrt{m}}{N} \cdot L \cdot W(D). \]
Example 2.2.8. We consider the polynomial function \( p(x_1, x_2) = \left( \frac{x_1 - x_2}{x_2^3} \right) \) over the domain \( x_1 \in [0, 1] \) and \( x_2 \in [0, 1] \). The function \( P(X_1, X_2) = \left( \frac{X_1 - X_2}{X_2^3} \right) \) over \( X_1 \subseteq [0, 1] \) and \( X_2 \subseteq [0, 1] \) is an interval extension of \( p \). It is also not difficult to verify that \( P \) is inclusion isotonic and Lipschitz. The exact range of \( p \), shown in Figure 2.1(a), is not an interval. An interval over-approximation of \( \text{Rng}(p) \) can be computed directly by evaluating \( P([0, 1], [0, 1]) \). As shown in Figure 2.1(b), the overestimation might be too large. However, if we perform a 4-uniform subdivision on the domain, a better over-approximation which is presented in Figure 2.1(c) can be obtained. We may even further improve the accuracy by applying an 8-uniform subdivision, as shown in Figure 2.1(d).

For an \( n \)-dimensional domain, the \( N \)-uniform subdivision yields \( N^n \) grids which may easily lead the subsequent computation to be intractable when \( n \) is large. Therefore, improving accuracy by subdivision often requires a lot of computational effort.

2.2.2 Interval evaluation for polynomial functions

We focus on the interval evaluation on the functions which are defined by polynomials. Given a polynomial \( p \), an interval extension \( P \) of \( p \) can be easily derived as an expression which is syntactically same as an equivalent expression of \( p \) except that the variables take interval values and the operators are replaced by their interval counterparts. It is also not difficult to verify that such an extension is inclusion isotonic and Lipschitz. For example, an interval extension of \( p = 2 - x_1 + x_2^2 x_1 \) can be \( P = [2, 2] - X_1 + X_2^2 \cdot X_1 \) or
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\[ P = [2, 2] - X_1 \cdot ([1, 1] - X_2^2) \]. We denote the set of interval extensions derived in such a way by \( \text{Ext}(p) \).

**Lemma 2.2.9** ([MKC09]). Given a polynomial function \( p \) over an interval domain \( D \), any interval extension in the set \( \text{Ext}(p) \) is inclusion isotonic and Lipschitz in \( D \).

If a polynomial is not linear then the interval evaluation on two extensions \( P, P' \in \text{Ext}(p) \) may yield different results. To see that, we give Example 2.2.10. The phenomenon is caused by the dependency problem. In the example, we break the dependency between the terms \( x \) and \( x^2 \) in the interval computations.

**Example 2.2.10.** We consider the polynomial \( p(x) = x - x^2 \) over the domain \( x \in [-1, 1] \). It can be verified that the exact range of \( p \) is \( [-2, 1/4] \). We consider the interval evaluations on the following two interval extensions \( P_1, P_2 \in \text{Ext}(p) \):

\[
P_1 = X - X^2, \quad P_2 = X \cdot ([1, 1] - X)
\]

The interval of \( P_1([-1,1]) \) can be computed by

\[
P_1([-1,1]) = [-1,1] - ([-1,1])^2 = [-1,1] - [0,1] = [-2,1],
\]
and that of \( P_2([-1,1]) \) can be computed by

\[
P_2([-1,1]) = [-1,1] \cdot ([1,1] - [-1,1]) = [-1,1] \cdot [0,2] = [-2,2].
\]

Both of the results strictly contain the exact range.

In our work, we always do the evaluation job on the interval extension obtained from a Horner form of the polynomial. The evaluation on a Horner form-based interval extension often not only helps to relieve the dependency problem but also requires a smaller number of operations than that on a monomial form-based one (see [Pen00, CG02]), although it is not always the case, as it is given by the above example. For a multivariate polynomial, its Horner form is usually not unique and to choose the best one for accurate interval evaluation is not easy. We follow a simple but efficient method which will be given in the next chapter. More heuristics can be found in [CG02, CK04].

### 2.2.3 Applications

One of the main applications of interval arithmetic is to produce reliable results in numerical computation. Since we can only use finite precision arithmetic on computers, it is necessary to round the numbers during a computation. For example, we want to compute the product of the two decimal numbers 0.872915 and 7.921103, and only six decimal places are allowed to keep due to the machine precision. The exact result should be 6.914449625, however we have to round it to a near number such as 6.914449 or 6.914450. The difference of a rounded number from its exact value is called round-off error. Unfortunately, the round-off errors in a computation could be crucial to the final result and hence we should take them into account in some situations. Interval arithmetic provides a feasible and efficient way to carry round-off errors. In the previous example, the number 6.914449625 can be represented by an interval \([6.914449, 6.914450]\) which
contains the exact value. Reliable results for complex numerical computation tasks may also be obtained by using interval arithmetic [KC91]. Besides, interval arithmetic is also extensively used in global optimization [IF79], constraint solving [JKDW01, EG06], validated integration of ODEs [NJC99] and so on.

In the next section, we introduce another class of over-approximate representations which are called Taylor models. Taylor models can be viewed as a higher-order extension of intervals, such that the overestimation in a result can be reduced by computing a polynomial part.

### 2.3.1 Taylor models

We briefly revisit the approximation method of using Taylor polynomials [Apo67, Apo69]. Given a univariate function $f$ which is $\kappa$ times differentiable over the domain $(a, b) \subseteq \mathbb{R}$. The order $k$ Taylor approximation (or expansion, polynomial) wherein $k \leq \kappa$ of $f$ at $x = c$ for some $c \in (a, b)$ is

\[
p_k(x) = f(c) + f^{(1)}(c)(x - c) + \frac{1}{2!}f^{(2)}(c)(x - c)^2 + \cdots + \frac{1}{k!}f^{(k)}(c)(x - c)^k \quad (2.4)
\]

such that $f^{(i)}(c)$ denotes the $i$-th order derivative of $f$ at $x = c$. If $f$ is also $(k+1)$ times differentiable, the approximation error of $p_k(x)$ for any $x \in (a, b)$, can be explicitly expressed by the Lagrange remainder term

\[
 r_k(x) = f(x) - p_k(x) = \frac{1}{(k+1)!}f^{(k+1)}(\xi(x))(x - c)^{k+1} \quad (2.5)
\]

for some constant $\xi(x)$ between $x$ and $c$. If $f \in C^\omega((a, b))$ then there is some $\varepsilon > 0$ such that for any $x \in (c - \varepsilon, c + \varepsilon) \subseteq (a, b)$, $p_k(x)$ converges to $f(x)$ when $k \to \infty$.

Taylor polynomials can also be applied to approximating multivariate functions. Given a multivariate function $f \in C^\omega(D)$ wherein $D \subseteq \mathbb{R}^n$, its order $k$ Taylor approximation for $k \leq \kappa$ at $\bar{x} = \bar{c}$ for some $\bar{c} \in D$ is the polynomial

\[
p_k(\bar{x}) = f(\bar{c}) + \sum_{i=1}^{n} \left( \frac{\partial f}{\partial x_i}(\bar{c}) \cdot (x_i - c_i) \right) + \cdots + \frac{1}{k!} \sum_{j_1+\cdots+j_n=k} \left( \frac{\partial^k f}{\partial x_1^{j_1} \cdots \partial x_n^{j_n}}(\bar{c}) \cdot \prod_{i=1}^{n} (x_i - c_i)^{j_i} \right) \quad (2.6)
\]

Similarly, if $f$ is also $(k+1)$ times partially differentiable in $D$, the Lagrange remainder term for any $\bar{x} \in D$ is given by

\[
r_k(\bar{x}) = \frac{1}{(k+1)!} \sum_{j_1+\cdots+j_n=k+1} \left( \frac{\partial^{k+1} f}{\partial x_1^{j_1} \cdots \partial x_n^{j_n}}(\bar{\xi}(\bar{x})) \cdot \prod_{i=1}^{n} (x_i - c_i)^{j_i} \right) \quad (2.7)
\]

for some constant $\bar{\xi}(\bar{x})$ on the line segment connecting $\bar{x}$ and $\bar{c}$. If $f \in C^\omega(D)$, there exists a non-empty open set $C$ containing $\bar{c}$ such that $p_k(\bar{x})$ converges to $f(\bar{x})$ when $k \to \infty$ for any $\bar{x} \in C$. 
Example 2.3.1. The Taylor approximations at the point 0 of some elementary functions are given in Figure 2.2. The Taylor approximations from order 0 to 2 of the function exp(x) are given by Figure 2.2(a)- 2.2(c). Only the interval \([-1, 1]\) of \(x\) is considered. For the function \(\sin(x)\), the interval of \(x\) under consideration is enlarged to \([-3, 3]\) while higher-order approximations are presented. Since both of \(\exp(x)\) and \(\sin(x)\) are analytic, the approximation qualities can always be improved in those regions by raising the approximation orders.

Taylor approximations can be computed in a compositional way. Given two univariate functions \(f, g\) such that \(\text{Rng}(f) \subseteq \text{Dom}(g)\). Assume that we have the order \(k\) Taylor polynomial \(p_f(x)\) of \(f(x)\) at \(x = c\) and the order \(k\) Taylor polynomial \(p_g(x)\) of \(g(x)\) at the point \(x = f(c)\). Then the order \(k\) Taylor polynomial of the composite function \(g \circ f\) at \(x = c\) can be obtained by substituting \(p_f(x)\) in the place of \(x\) in \(p_g(x)\) and retaining only the terms of degree \(\leq k\). For example, consider the functions \(f(x) = \sin(x)\) and \(g(x) = \exp(x)\), we choose \(c = 0\) and \(k = 3\). The polynomials \(p_f(x)\) and \(p_g(x)\) are given by

\[
p_f(x) = x - \frac{1}{3!}x^3 \quad \text{and} \quad p_g(x) = 1 + x + \frac{1}{2!}x^2 + \frac{1}{3!}x^3
\]

Then the order 3 Taylor approximation of \(g \circ f = \exp(\sin(x))\) can be computed by
evaluating the polynomial \( p_g(p_f(x)) \)

\[
p_g(p_f(x)) = 1 + \left( x - \frac{1}{6} x^3 \right) + \frac{1}{2} \left( x - \frac{1}{6} x^3 \right)^2 + \frac{1}{6} \left( x - \frac{1}{6} x^3 \right)^3
\]

\[
= 1 + x + \frac{1}{2} x^2 - \frac{1}{6} x^4 - \frac{1}{12} x^5 + \frac{1}{72} x^6 + \frac{1}{72} x^7 - \frac{1}{1296} x^9
\]

and then removing the items of degrees > 3. The result is \( 1 + x + \frac{1}{2} x^2 \). Taylor approximations for multivariate functions can also be obtained in a similar way.

**Polynomial interpolations.** Polynomial approximations may also be obtained by using polynomial interpolations \cite{Phi03, Tre13}. The task of polynomial interpolation is to compute a polynomial \( p \) which interpolates the given finite pairs of points \((c_1, d_1), \ldots, (c_m, d_m)\), i.e., \( p(c_i) = d_i \) for \( 1 \leq i \leq m \). If the value \( d_i \) for \( 1 \leq i \leq m \) is selected as \( f(c_i) \) for some function \( f \) which is not necessarily continuous, then \( p \) can be viewed as a polynomial approximation of \( f \) such that they coincide at the points \( x = c_1, \ldots, c_m \). For multivariate and vector-valued functions, the points \( c_1, \ldots, c_m \) and \( d_1, \ldots, d_n \) are real-valued vectors. A Taylor approximation is only guaranteed to touch the original function at the expansion point, however a polynomial interpolation is able to pass through several ones. Unfortunately, this fact does not lead to a conclusion that a polynomial interpolation is always a better approximation than a Taylor expansion of the same order, since the interpolation quality highly depends on the points selected. In \cite{MH02}, it is proved that interpolating the Chebyshev nodes can produce a near-best polynomial approximation for a function. We illustrate a comparison between a Taylor approximation and a Chebyshev interpolation on the function \( \cos(3x) \) by Figure 2.3. The order 4 Taylor approximation is the polynomial \( 1 - \frac{9}{2} x^2 + \frac{27}{8} x^4 \), and the order 4 Chebyshev interpolation is approximately equivalent to \( 0.9751857 - 4.04896519 x^2 + 2.104651873 x^4 \). Although interpolation methods may provide better approximation qualities in general, to replace the Taylor approximations by some polynomial interpolations in a large computation framework is often not easy. We will give further discussions in the subsequent sections.

Since the Taylor approximation \( p(x) \) of a function \( f(x) \) at \( x = c \) has an error bound which generally grows with the size of \( |x - c| \), we often choose the midpoint of the domain as the expansion point.

### 2.3.2 Basic theorems of Taylor models

Taylor models are representations which combine Taylor polynomials and intervals. They are originally developed by Berz and Makino \cite{MB96, Ber99, MB03} to provide over-approximate representations for continuous functions.

**Definition 2.3.2 (Taylor model).** A Taylor Model (TM) is denoted by a pair \((p, I)\) such that \( p \) is a polynomial over a set of variables \( \vec{x} \) ranging in an interval domain \( D \), and \( I \) is the interval remainder. TMs may also be vector-valued. A vector-valued TM can be viewed as a vector of real-valued TMs, or in a way that both \( p \) and \( I \) are vector-valued and are of the same dimension.

Given a TM \((p, I)\) and a function \( f \) which are over the same domain \( D \), we say that
Theorem 2.3.9. A TM over an interval domain $D$ defines a convex and compact set of continuous functions which are over-approximated by it over $D$. 

Definition 2.3.3 (Convex set). A set $S$ is convex if and only if for all $x, y \in S$, we have that
$$\lambda x + (1 - \lambda)y \in S \text{ for all } \lambda \in [0, 1].$$

Definition 2.3.4 (Normed vector space). A normed vector space $(M, |\cdot|)$ is a vector space $M$ equipped with a norm $|\cdot|$.

Definition 2.3.5 (Bounded set). A set $S$ in a normed vector space $(M, |\cdot|)$ is bounded, if there exists $x \in S$ and $r > 0$ such that $|x - y| < r$ for all $y \in S$.

Definition 2.3.6 (Open set). A set $S$ in a normed vector space $(M, |\cdot|)$ is open, if for any $x \in S$ there is some $\varepsilon > 0$ such that for any $y \in M$ if $|x - y| < \varepsilon$ then $y \in S$.

Definition 2.3.7 (Closed set). A set $S$ is closed if its complement is open.

Definition 2.3.8 (Compact set). A set $S$ is compact in a normed vector space of finite dimension if it is bounded and closed.

Figure 2.3: Comparison between Taylor approximation and Chebyshev interpolation on $\cos(3x)$

$f$ is over-approximated by $(p, I)$, denoted by $f \in (p, I)$ or $f \in p + I$, if
$$f(\bar{x}) \in p(\bar{x}) + I \text{ for all } \bar{x} \in D.$$
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Given a function \( f \in C^k(D) \) for some interval \( D \), an order \( k \) TM \((p,I)\) of \( f \) can be obtained by first computing the order \( k \) Taylor polynomial \( p \) of \( f \) at \( \vec{x} = \text{Mid}(D) \) and then evaluating an interval \( I \) which contains all remainder terms for \( \vec{x} \in D \). For example, an order 4 TM of the function \( \exp(x) \) over \([-1, 1]\) is given by

\[
(1 + x + \frac{1}{2!}x^2 + \frac{1}{3!}x^3 + \frac{1}{4!}x^4, [-0.02266, 0.02266])
\]

such that the remainder interval is obtained by interval evaluating \( \frac{1}{5!} \cdot \exp([-1, 1]) \cdot ([-1, 1]^5) \). It contains all remainder terms for \( x \in [-1, 1] \).

**Example 2.3.10.** In Figure 2.4, we extended the order \( k \) approximations presented in Example 2.3.1 to their order \( k \) TM over-approximations.

We consider the overestimation in a TM over-approximation. It may also be measured by means of Hausdorff distance. If \((p,I)\) is a TM of the function \( f \) over the domain \( D \),
then the Hausdorff distance between $(p, I)$ and $f$ can be computed by
\[ d_H((p, I), f) = \max_{\bar{x} \in D} \| f(\bar{x}) - p(\bar{x}) \| \]
which is bounded by $\sqrt{m \cdot W(I)}$ wherein $m$ is the dimension of $I$. Hence, the overestimation of a TM can be assessed only based on the width of the remainder interval.

Given a function $f \in C^\infty(D)$ for some $D$. If we have the order $k$ Taylor polynomial $p_k$ of $f$ at $\bar{x} = \bar{c}$ for some $\bar{c} \in D$, and the remainder term $f(\bar{x}) - p_k(\bar{x})$ converges to zero when $k \to \infty$ for all $\bar{x} \in D$, then we say that a computation (list of code, algorithm) $R$ is contractible if the remainder interval $R(k)$ for $p_k$ converges to zero when $k \to \infty$. For example, the interval evaluation $R(k) = \frac{1}{(k+1)!} \exp([2, 4])([-1, 1])^{k+1}$ is a contractible computation for the remainder interval over the domain $[2, 4]$ for the Taylor expansion of $\exp(x)$ at $x = 3$.

Based on a contractible remainder computation, we may arbitrarily reduce the overestimation of a TM by raising its order. On the other hand, given a fixed-degree Taylor polynomial, if the remainder is computed by an inclusion isotonic and Lipschitz interval extension of the exact remainder expression, then the resulting interval can be made arbitrarily close to the smallest interval enclosure of the remainders by performing finer subdivision on the domain interval.

### 2.3.3 Taylor model arithmetic

Similar to intervals, basic operators such as addition, multiplication can also be extended to deal with TMs. Based on them, we are able to define a TM extension of a given function. Besides, the inclusion isotonicity as well as the Lipschitz property of TM extensions may be defined analogously.

Given a function $f$ and its TM $(p, I)$ over the domain $D$. A TM for $h(f)$ wherein $h$ is a unary operator can be computed only based on $(p, I)$. For example, the additive inverse and integral on a TM $(p, I)$ over $D$ are defined by

- **Additive inverse:** $-(p, I) = (-p, -I)$
- **Integral:** $\partial_i^{-1}(p, I) = (\int_{a_i}^{b_i} (p(\bar{x}) - p_e(\bar{x}))d\bar{x}_i, (\text{Int}(p_e) + I) \cdot [a_i, b_i])$

wherein $p_e$ consists of the terms of degrees $> k$ in $p$ for some truncation order $k \geq 0$, and $[a_i, b_i]$ is the range of $x_i$ in $D$. The operation $\text{Int}(p_e)$ denotes an interval enclosure of $p_e$ over $D$. Here, the order $k$ is not necessarily same as the degree of $p$. The reason of specifying it is to limit the representation size of the resulting TM.

Given two functions $f, g$ over the same domain $D$, assume that $(p_1, I_1)$, $(p_2, I_2)$ are the TMs of them respectively. For a binary operator $\circ$, a TM for $f \circ g$ can be computed only based on $(p_1, I_1)$ and $(p_2, I_2)$. For example, the sum of the two TMs is computed by
\[ (p_1, I_1) + (p_2, I_2) = (p_1 + p_2, I_1 + I_2) \]
and for some truncation order $k \geq 0$, their order $k$ product is computed by
\[ (p_1, I_1) \cdot (p_2, I_2) = (p_1 \cdot p_2 - p_e, \text{Int}(p_1) \cdot I_2 + I_1 \cdot \text{Int}(p_2) + I_1 \cdot I_2 + \text{Int}(p_e)) \]
wherein $p_e$ consists of the terms of degrees $> k$ in $p_1 \cdot p_2$. 
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Algorithm 3 Compute an order \( k \) TM for \( f((p, I)) \)

**Input:** a TM \((p, I)\), a continuous function \( f \in C^\kappa(D_f) \) such that \((p, I) \subseteq D_f\)

**Output:** an order \( k \) TM for \( f((p, I)) \) such that \( k < \kappa \)

1: Compute the order \( k \) Taylor polynomial \( p_f(x) \) of \( f(x) \) at the midpoint of \( \text{Int}((p, I)) \);
2: Evaluate a safe remainder interval \( I_f \) for \( p_f(x) \);
3: Compute the order \( k \) TM \((p_r, I_r)\) for \( p_f((p, I)) \);
4: \( I_r \leftarrow I_r + I_f \);
5: return \((p_r, I_r)\);

An order \( \kappa \) TM \((p, I)\) can be simplified by performing a \( k \)-truncation on it for some \( 0 \leq k < \kappa \). That is, we remove the terms of degrees \( > k \) in \( p \) and add their interval enclosure onto the remainder.

\[ \text{Truncation: } \text{Trunc}_k((p, I)) = (p - p_e, I + \text{Int}(p_e)) \]

The resulting TM is a simplification as well as an over-approximation of the original one.

The TM division is more complicated. Given two TMs \((p_1, I_1), (p_2, I_2)\) such that \( 0 \notin \text{Int}((p_2, I_2)) \). An order \( k \) TM of \((p_1, I_1)/(p_2, I_2)\) is computed in the following way. Firstly, we compute the order \( k \) Taylor polynomial \( p_k \) for the function \( \frac{1}{x} \) at \( x = c \) wherein \( c \) is the midpoint of \( \text{Int}((p_2, I_2)) \),

\[ p_k(x) = \frac{1}{c} \left( 1 - \frac{x - c}{c} + \left( \frac{x - c}{c} \right)^2 - \left( \frac{x - c}{c} \right)^3 + \cdots + (-1)^k \left( \frac{x - c}{c} \right)^k \right) \]

and a remainder interval for \( p_k \) is evaluated by

\[ I_r = \text{Int} \left( \left( \frac{(-1)^{k+1}}{x^{k+2}} \cdot (x - c)^{k+1} \right) \right) \]

over \( x \in \text{Int}((p_2, I_2)) \). Secondly, we compute an order \( k \) TM \((p_3, I_3)\) by substituting \((p_2 - c, I_2)\) in the place of \( x \) in \((p_k, I_r)\). Then an order \( k \) TM of \((p_1, I_1)/(p_2, I_2)\) can be computed by \((p_1, I_1) \cdot (p_3, I_3)\). Such an idea could also be applied to computing TMs for continuous functions. We present a general procedure by Algorithm 3. For more TM operations, one may refer to MB03.

By TM arithmetic, we may compute a TM for a function based on the TMs of its components. In that case, the resulting remainder interval is computed by a procedure consists of several subroutines. If the procedure is a contractible remainder evaluation, then we may still able to improve the accuracy by using a higher TM order during the computation.

**Class of the TM domains.** Although the TM domains under our consideration are always intervals, we can still define a large class of non-convex sets by those TMs. For a function \( f \) with an arbitrary domain set \( D \), we may compute a set of grids that over-approximate \( D \), and then use the TMs over them to over-approximate the values of \( f \).
2.3.4 Applications

TMs provide higher-order over-approximations for continuous functions. Unlike intervals, the overestimation in a TM can be measured only based on its remainder interval size which is often very small. They considerably relieve the dependency problem in many computation jobs. Therefore, TMs are often used as replacements of intervals in numerical computation tasks when accuracy is critical. However, TM arithmetic is more computational complex than interval arithmetic in general. It can be seen from their representations. An interval could be represented by their endpoints which are only two floating-point numbers. On the other hand, for a TM, we need not only to represent its interval remainder but also to keep a multivariate polynomial. In the worst case, a polynomial of \( n \) variables and \( k \) degree can have \( \binom{n+k}{k} \) terms. Although the Taylor expansion of a function is not always a dense polynomial, the resulting polynomial from a complex computation routine is often of a large size. Lots of heuristics can be used to conservatively simplify the representation of a TM \((p, I)\). For example, we may first remove the terms whose interval enclosures are smaller than a specified box from the polynomial \( p \), then compute an interval enclosure of the removed parts and add it onto the remainder \( I \).

The use of TMs appears in a wide range of numerical analysis tasks. The most well known application is the validated integration techniques for non-linear ODEs [BM98, MB09, NJN06]. Besides, TMs can also be applied to global optimization and satisfiability (SAT) checking [BM09], reachability analysis of non-linear hybrid systems [CAS12], or even proof systems [BJMD+12].

Polynomial interpolations as TM polynomial parts. As we discussed previously, polynomial interpolations such as Chebyshev polynomials may provide better approximations than Taylor expansions. Thereby if we replace the Taylor approximations in the TM arithmetic framework by Chebyshev polynomials, the overestimation could be greatly reduced. To do that, we have to carry out all computations in Chebyshev basis since a transformation of a polynomial from Chebyshev to monomial basis on a finite-precision machine may lead to a loss of precision. Such work is proved effective for univariate functions [BJ10]. However, the multiplication of two multivariate polynomials in Chebyshev basis seems not as easy as that in monomial basis. Hence, the use of Chebyshev polynomials in the framework of TM arithmetic needs further investigation.

2.4 Representations for reachable sets

We revisit some popular reachable set representations for continuous and hybrid systems in this section. Most of them are convex geometric objects in the Euclidean space \( \mathbb{R}^n \) for some \( n \in \mathbb{Z} \) and \( n > 0 \).
2.4. REPRESENTATIONS FOR REACHABLE SETS

2.4.1 Convex polyhedra and polytopes

An $n$-dimensional (closed) halfspace $S$ is the set of points in $\mathbb{R}^n$ which satisfy a linear polynomial inequality $\vec{a}^T \cdot \vec{x} \leq b$. It is the set defined by $S = \{ \vec{x} \in \mathbb{R}^n | \vec{a}^T \cdot \vec{x} \leq b \}$ and is denoted by $S : \vec{a}^T \cdot \vec{x} \leq b$.

A hyperplane $H$ in the Euclidean space $\mathbb{R}^n$ is the set of points which satisfy a linear polynomial equation $\vec{a}^T \cdot \vec{x} = b$. It is the set $H = \{ \vec{x} \in \mathbb{R}^n | \vec{a}^T \cdot \vec{x} = b \}$ which is $(n-1)$-dimensional. We denote it by $H : \vec{a}^T \cdot \vec{x} = b$ where $\vec{a}$ is a vector which is orthogonal to $H$, and we also call it a normal vector (or normal) of $H$. By Definition 2.4.1, a halfspace $S : \vec{a}^T \cdot \vec{x} \leq b$ only has one supporting hyperplane which is $H : \vec{a}^T \cdot \vec{x} = b$. We illustrate an example in Figure 2.5.

**Definition 2.4.1 (Supporting hyperplane).** Given a set $S \subseteq \mathbb{R}^n$, a hyperplane $H : \vec{a}^T \cdot \vec{x} = b$ is a supporting hyperplane of $S$ if

- $S$ is contained in the halfspace defined by $\vec{a}^T \cdot \vec{x} \leq b$, and
- $S \cap H \neq \emptyset$.

An $n$-dimensional (convex) polyhedron is defined by an intersection of finitely many $n$-dimensional halfspaces. Given $m$ halfspaces $S_1 : \vec{a}_1^T \cdot \vec{x} \leq b_1, \ldots, S_m : \vec{a}_m^T \cdot \vec{x} \leq b_m$, their intersection is the set

$$P = \{ \vec{x} \in \mathbb{R}^n | \bigwedge_{i=1}^{m} (\vec{a}_i^T \cdot \vec{x} \leq b_i) \}$$

which is denoted by $P : A \cdot \vec{x} \leq \vec{b}$ wherein the $i$-th row of $A$ is $\vec{a}_i^T$ for $1 \leq i \leq m$. The notation is also called a $\mathcal{H}$-representation (halfspace representation). We give an example in Figure 2.6 in which the polyhedron is defined by the intersection of three halfspaces. When a polyhedron is bounded, we also call it a polytope.

**Non-redundant $\mathcal{H}$-representations.** Although the $\mathcal{H}$-representation of a polyhedron $P$ is not unique, there exists a minimum number $m$ such that $P$ can be defined by $m$
halfspaces. We also call such a representation non-redundant. The redundant halfspaces in a $H$-representation can be removed by Linear Programming (LP) \cite{BV04} in polynomial-time complexity. Given a $H$-representation

$$P : (\vec{a}_1^T, \ldots, \vec{a}_m^T) \cdot \vec{x} \leq (b_1, \ldots, b_m).$$

To check whether the $i$-th halfspace for $1 \leq i \leq m$ is redundant or not, we solve the following linear program

$$\sup \{ \vec{a}_i^T \cdot \vec{x} \} \quad \text{subject to} \quad \bigwedge_{1 \leq j \leq m, j \neq i} (\vec{a}_j^T \cdot \vec{x} \leq b_j) \quad \text{and} \quad \vec{x} \in \mathbb{R}^n.$$  

If the result is no larger than $b_i$ then the halfspace $S_i : \vec{a}_i^T \cdot \vec{x} \leq b_i$ is redundant and can be removed from the representation. By checking every halfspace, we may finally obtain a non-redundant $H$-representation for $P$. If $P$ is an $n$-dimensional polytope then a non-redundant $H$-representation of it contains at least $n + 1$ halfspaces (see \cite{Zie95}).

The faces of a polyhedron are its subsets on the boundary. We give the definition as follows.

**Definition 2.4.2** ($d$-face). Given an $n$-dimensional polyhedron $P$. For $d \leq n$, a $d$-dimensional subset $F$ of $P$ is called a $d$-face if there exists a supporting hyperplane $H$ of $P$ such that $H \cap P = F$. We also call the $(n-1)$- and $0$-faces facets and vertices respectively.

If a polyhedron $P$ is also a polytope, then it can also be defined by the convex hull of its vertices. Therefore, we may uniquely represent $P$ by its vertices. Such a representation is called $V$-representation, i.e., vertex representation. The minimum number of vertices in an $n$-dimensional polytope is $n + 1$ \cite{Zie95}. Notice that the $V$-representation of a polytope is unique. We give Example 2.4.4 to show the $H$- and $V$-representations of a polytope.

**Definition 2.4.3** (Convex hull). The convex hull of a set $V \subseteq \mathbb{R}^n$ is the smallest convex set in $\mathbb{R}^n$ which contains $V$. If $V = \{ \vec{v}_1, \ldots, \vec{v}_m \}$ is finite, then the convex hull of $V$ is defined by

$$\text{Conv}(V) = \left\{ \sum_{i=1}^{m} \lambda_i \cdot \vec{v}_i \ \bigg| \ \lambda_1, \ldots, \lambda_m \in [0,1], \sum_{j=1}^{m} \lambda_j = 1 \right\}. \quad (2.8)$$
2.4. REPRESENTATIONS FOR REACHABLE SETS

Example 2.4.4. We consider the polytope \( P \) defined by the intersection of the following halfspaces:

\[
S_1 = \{(x, y) \in \mathbb{R}^2 \mid 2x + y - 5 \leq 0\}
\]

\[
S_2 = \{(x, y) \in \mathbb{R}^2 \mid x - 2y \leq 0\}
\]

\[
S_3 = \{(x, y) \in \mathbb{R}^2 \mid -x - y + 1.5 \leq 0\}
\]

\[
S_4 = \{(x, y) \in \mathbb{R}^2 \mid -x + y - 0.5 \leq 0\}
\]

which are illustrated in Figure 2.7(a). Then a \( H \)-representation of \( P \) is given by

\[
P : \begin{pmatrix}
2 & 1 \\
1 & -2 \\
-1 & -1 \\
-1 & 1
\end{pmatrix} \cdot \begin{pmatrix} x \\ y \end{pmatrix} \leq \begin{pmatrix}
5 \\
0 \\
-1.5 \\
0.5
\end{pmatrix}.
\]

Since the polytope \( P \) has the vertices \((2, 1), (1, 0.5), (0.5, 1), (1.5, 2)\), see Figure 2.7(b), the \( V \)-representation of it is \( P : \{(2, 1), (1, 0.5), (0.5, 1), (1.5, 2)\}\).

Redundant points in defining a convex hull. Given a set of points \( V = \{\vec{v}_1, \ldots, \vec{v}_m\} \), we say that a point \( \vec{v}_i \in V \) is redundant in defining the convex hull \( \text{Conv}(V) \) if \( \text{Conv}(V) = \text{Conv}(V \setminus \{\vec{v}_i\}) \). Such redundancy can be checked by solving the following linear problem

\[
\text{find } \lambda_1, \ldots, \lambda_{i-1}, \lambda_{i+1}, \ldots, \lambda_m \in [0, 1] \text{ subject to } \vec{v}_i = \sum_{1 \leq j \leq m, j \neq i} \lambda_j \cdot v_j \wedge \sum_{1 \leq j \leq m, j \neq i} \lambda_j = 1
\]

that is to check whether the point \( \vec{v}_i \) is in the convex hull of the other points. If so, then \( \vec{v}_i \) is redundant.

Translations between \( H \)- and \( V \)-representations. The equivalent translation from a \( H \)-representation to a \( V \)-representation is an interesting problem in computational complexity, it is known as the vertex enumeration problem. Such a problem is intractable when the dimension of the polytope is high (see [AF92, Tiw08]). On the other hand, the
The computational aspects of \textit{H-} and \textit{V}-representations. Polytopes are closed under many operations which are needed in the reachability analysis for hybrid automata. However, the computational complexity of an operation highly depends on the representations in use. We give a brief summary as below, more details can be found in \cite{zie95, HRGZ97, Tiw08}.

- **Emptiness** - To check whether a polytope $P \subseteq \mathbb{R}^n$ is empty. If $P$ is given by a $H$-representation $P : A \cdot \vec{x} \leq \vec{b}$, then we only need to solve the following linear program

$$\text{find } \vec{x} \in \mathbb{R}^n \text{ subject to } A \cdot \vec{x} \leq \vec{b}.$$ 

If no solution can be found, then the polytope is empty. If it is given by a $V$-representation $P : \{\vec{v}_1, \ldots, \vec{v}_m\}$, then the emptiness of $P$ may be checked by solving

$$\text{find } \vec{x} \in \mathbb{R}^n \text{ subject to } \vec{x} = \sum_{i=1}^{m} \lambda_i \cdot \vec{v}_i \wedge \bigwedge_{i=1}^{m} (\lambda_i \in [0, 1]) \wedge \sum_{i=1}^{m} \lambda_i = 1.$$ 

Hence the emptiness checking is easy on both $H$- and $V$-representations in practice.

- **Membership** - To check whether $\vec{c} \in P$ holds for a given point $\vec{c} \in \mathbb{R}^n$ and a polytope $P \subseteq \mathbb{R}^n$. Such a problem can be efficiently solved on a $H$-representation $P : A \cdot \vec{x} \leq \vec{b}$, since we only need to verify whether $A \cdot \vec{c} \leq \vec{b}$ holds or not. For a $V$-representation $P : \{\vec{v}_1, \ldots, \vec{v}_m\}$, the problem may be solved by linear programming:

$$\text{find } \lambda_1, \ldots, \lambda_m \in [0, 1] \text{ subject to } \vec{c} = \sum_{i=1}^{m} \lambda_i \cdot \vec{v}_i \wedge \sum_{i=1}^{m} \lambda_i = 1.$$ 

Therefore, the membership checking is easy on both of the representations.

- **Affine mapping** - To compute the image of a polytope $P \subseteq \mathbb{R}^n$ under an affine mapping $\pi : \vec{x} \mapsto M \cdot \vec{x} + \vec{c}$ for $M \in \mathbb{R}^{n' \times n}$, $\vec{c} \in \mathbb{R}^n$. It is the polytope defined by $P' = \{M \cdot \vec{x} + \vec{c} | \vec{x} \in P\}$. If $P$ is given by a $V$-representation $P : \{\vec{v}_1, \ldots, \vec{v}_m\}$, then the $V$-representation of $P'$ can be computed by removing the redundant points from $\{M \cdot \vec{v}_1 + \vec{c}, \ldots, M \cdot \vec{v}_m + \vec{c}\}$ in defining $\text{Conv}(\{M \cdot \vec{v}_1 + \vec{c}, \ldots, M \cdot \vec{v}_m + \vec{c}\})$. However, the image is easy to compute for a $H$-representation $P : A \cdot \vec{x} \leq \vec{b}$ only in the case that $M$ is an invertible matrix. The result is of the $H$-representation

$$P' : (A \cdot M^{-1}) \cdot \vec{x} \leq (\vec{b} + (A \cdot M^{-1}) \cdot \vec{c}).$$ 

Otherwise the computation is as hard as the vertex numeration problem on $P$.

- **Intersection** - To compute $P \cap Q$ for the given polytopes $P, Q$. If both of $P, Q$ are given by $H$-representations, a $H$-representation of $P \cap Q$ can be computed by first collecting the halfspaces defining $P, Q$ and removing the redundant ones. On the other hand, the computation of either a $H$-representation or a $V$-representation for the intersection is hard when one of $P, Q$ is in $V$-representation.
2.4. REPRESENTATIONS FOR REACHABLE SETS

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>(P \cap Q)</th>
<th>Conv((P \cup Q))</th>
<th>(P \oplus Q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mathcal{H})</td>
<td>(\mathcal{H})</td>
<td>+ ((\mathcal{H}))</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(\mathcal{H})</td>
<td>(\mathcal{V})</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(\mathcal{V})</td>
<td>(\mathcal{H})</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(\mathcal{V})</td>
<td>(\mathcal{V})</td>
<td>-</td>
<td>+ ((\mathcal{V}))</td>
<td>+ ((\mathcal{V}))</td>
</tr>
</tbody>
</table>

Table 2.1: Complexities of the binary operators on polytopes. Legends: \(\mathcal{H}\): \(\mathcal{H}\)-representation, \(\mathcal{V}\): \(\mathcal{V}\)-representation, +: easy, -: hard.

- **Convex hull** - To compute \(\text{Conv}(P \cup Q)\) for the given polytopes \(P, Q\). If the polytopes \(P, Q\) are in \(\mathcal{V}\)-representations, the \(\mathcal{V}\)-representation of \(\text{Conv}(P \cup Q)\) can be computed by collecting the vertices of \(P, Q\) and removing the redundant ones in defining \(\text{Conv}(P \cup Q)\). If one of \(P, Q\) is in \(\mathcal{H}\)-representation, then to compute either of the representations for the convex hull is hard.

- **Minkowski sum** - To compute \(P \oplus Q\) for the given polytopes \(P, Q\). The Minkowski sum of \(P, Q\) is defined by

\[
P \oplus Q = \{ \bar{x} + \bar{y} | \bar{x} \in P, \bar{y} \in Q \}
\]

which is also a polytope. When \(P, Q\) are in \(\mathcal{V}\)-representations, then the \(\mathcal{V}\)-representation of their Minkowski sum can be obtained by first computing the Minkowski sum of the vertex sets \(V_P, V_Q\) of \(P, Q\), and then removing the redundant points in defining \(\text{Conv}(V_P \oplus V_Q)\). However, if one of the polytopes is in \(\mathcal{H}\)-representation, then either of the representations for \(P \oplus Q\) is hard to compute.

In Table 2.1 we summarize the hardness of the binary operations on the two polytope representations. Polytopes could also be used as approximations for a bounded subset of \(\mathbb{R}^n\).

**Polytopes as over-approximations.** A bounded set \(S \subset \mathbb{R}^n\) for some \(n \geq 0\) can be over-approximated by a polytope \(\mathcal{P}\) based on a template \(\vec{l}_1, \ldots, \vec{l}_m \in \mathbb{R}^n\). A \(\mathcal{H}\)-representation of it is of the form

\[
\mathcal{P}: (\vec{l}_1^T, \ldots, \vec{l}_m^T) \cdot \vec{x} \leq (b_1, \ldots, b_m)
\]

wherein the value \(b_i\) for \(1 \leq i \leq m\) is obtained by solving the optimization problem

\[
\sup \{\vec{l}_i^T \cdot \vec{x}\} \quad \text{subject to} \quad \vec{x} \in S
\]  

(2.9)

We illustrate an example in Figure 2.8

**Definition 2.4.5** (Template of a polytopic approximation). A template of a polytopic over- or under-approximation is a set of vectors \(\vec{l}_1, \ldots, \vec{l}_m\) which are nonzero. For an \(n\)-dimensional over-approximation, we also require that there are at least \(n + 1\) vectors linearly independent.
Polytopes as under-approximations. If a bounded set \( S \subset \mathbb{R}^n \) for some \( n \geq 0 \) is closed and convex, we may compute an under-approximate polytope \( P \) for it based on a template \( \vec{l}_1, \ldots, \vec{l}_m \in \mathbb{R}^n \). The polytope \( P \) can be computed as the convex hull of the points \( \vec{v}_1, \ldots, \vec{v}_m \in \mathbb{R}^n \) such that for each \( 1 \leq i \leq m \), the point \( \vec{v}_i \) is obtained from a solution of the optimization problem (2.9). Therefore, the \( V \)-representation of \( P \) can be obtained as a non-redundant subset of those points in defining \( \text{Conv} \{ \vec{v}_1, \ldots, \vec{v}_m \} \).

We give two examples of over- and under-approximation in Figure 2.8 and 2.9. It can be seen that the quality of a polytopic approximation highly depends on the given template. In Chapter 4, several heuristics are proposed to achieve a good accuracy in doing such jobs.

2.4.2 Zonotopes

A zonotope is a special polytope which can be defined as the image of the unit box \([-1,1]^m\) for some \( m \geq 0 \) under an affine mapping.

Definition 2.4.6 (Zonotope). A zonotope is defined by the set

\[
Z = \{ G \cdot \vec{x} + \vec{c} | \vec{x} \in [-1,1]^m \}
\]  

for some \( G \in \mathbb{R}^{n \times m} \), \( \vec{c} \in \mathbb{R}^n \), and \( m, n \geq 0 \).

Other than the \( H \)- and \( V \)-representations for general polytopes, a zonotope can be represented by the matrix \( G \) along with the vector \( \vec{c} \). More precisely, it can be represented by the tuple \( Z = (\vec{c}, < \vec{g}_1, \ldots, \vec{g}_m >) \) wherein \( \vec{g}_1, \ldots, \vec{g}_m \) are the columns of \( G \). Such a representation is called \( G \)-representation (generator representation) in which \( \vec{c} \) is the center and \( \vec{g}_1, \ldots, \vec{g}_m \) are the generators.

On the other hand, the zonotope \( Z \) can also be viewed as the Minkowski sum of the center \( \vec{c} \) and the line segments defined by \( L_i = \{ x \cdot g_i | x \in [-1,1]\} \) for \( 1 \leq i \leq m \). The translation from a \( G \)-representation to either a \( H \)- or \( V \)-representation is difficult, some techniques are discussed elsewhere \cite{Zie95, ASB10, Alt10}.

Example 2.4.7. We give an example of how to construct a zonotope based on its center and generators. Assume that the center is \( \vec{c} = (2,3) \) and the generators are given by \( \vec{g}_1 = \ldots = \vec{g}_m = 3 \). The zonotope can be represented as the Minkowski sum of the center and the line segments defined by \( L_i = \{ x \cdot g_i | x \in [-1,1]\} \) for \( 1 \leq i \leq m \).
2.4. REPRESENTATIONS FOR REACHABLE SETS

(a) Adding the center

(b) Adding the generator \( \vec{g}_1 \)

(c) Adding the generator \( \vec{g}_2 \)

(d) Adding the generator \( \vec{g}_3 \)

Figure 2.10: Construct a zonotope based on the center and generators

\((1,1), \vec{g}_2 = (1,-1) \) and \( \vec{g}_3 = (0,1). The zonotope \( Z = ((2,3),<\ (1,1), (1,-1), (0,1) >) \) is constructed by the steps shown in Figure 2.10.

Zonotopes are closed under the operations of linear mapping and Minkowski sum, for both of which the computation can be done efficiently on \( G \)-representations. Given a zonotope \( Z = (\vec{c}, < \vec{g}_1, \ldots, \vec{g}_m >) \). The image of \( Z \) under the linear mapping \( \pi : \vec{x} \mapsto A \cdot \vec{x} \) is still a zonotope whose \( G \)-representation is given by

\[
\pi(Z) = (A \cdot \vec{c}, < A \cdot \vec{g}_1, \ldots, A \cdot \vec{g}_m >).
\]

Given two zonotopes \( Z_1 = (\vec{c}_1, < \vec{g}_1, \ldots, \vec{g}_m >) \) and \( Z_2 = (\vec{c}_2, < \vec{h}_1, \ldots, \vec{h}_k >) \). The Minkowski sum of \( Z_1 \) and \( Z_2 \) is also a zonotope whose \( G \)-representation is

\[
Z_1 \oplus Z_2 = (\vec{c}_1 + \vec{c}_2, < \vec{g}_1, \ldots, \vec{g}_m, \vec{h}_1, \ldots, \vec{h}_k >).
\]

Zonotopes are however not closed under the intersection with any set given by a poly-
Lemma 2.4.8. An order 1 TM is a zonotope and vice versa.

Proof. Given an order 1 TM \((p, I)\), the range of \(p\) is the image of the interval domain under the linear mapping defined by \(p\). Then it is a zonotope. Since the range of \((p, I)\) is the Minkowski sum of the range of \(p\) and the interval \(I\), it is also a zonotope.

In the other direction, since a zonotope is the image of a unit box under an affine mapping, it can be expressed in the form of an order 1 TM whose remainder interval is zero.

We show that the translations between order 1 TMs and \(\mathcal{G}\)-representations are easy. Given a TM \((p, I)\) such that \(p\) is a linear polynomial over the variables \(\vec{x}\) which range in an interval \(D \in \mathbb{R}^m\) for some \(m \geq 0\). Assume that the dimension of the TM is \(n\). The \(\mathcal{G}\)-representation of the TM range can be obtained as follows.

We first construct the zonotope for the range of \(p\). We reformulate \(p\) as a polynomial \(q(\vec{y})\) with \(\vec{y} \in [-1,1]^m\) such that the ranges of \(p, q\) are same. Then the center of the zonotope is given by the constant part of \(q\). For \(1 \leq i \leq m\) and \(1 \leq j \leq n\), the \(j\)-th component of the generator \(\vec{g}_i\) is the coefficient of \(y_i\) in the \(j\)-th component of \(q\). For example, the polynomial \(p = (1 + x_1 - x_2, x_3 - x_1)\) of dimension 2 over \(x_1 \in [1,3], x_2 \in [-1,1]\) and \(x_3 \in [-1,0]\) can be reformulated as \(q = (3 + y_1 - y_2, -2.5 + 0.5y_3 - y_1)\) with \(y_1, y_2, y_3 \in [-1,1]\). Then the \(\mathcal{G}\)-representation for the range of \(q\) is \(((3, -2.5), <(1, -1), (-1, 0), (0, 0.5)>)\).

Then the \(\mathcal{G}\)-representation of the range of \((p, I)\) can be obtained by computing the Minkowski sum of the above zonotope and \(I\).

The translation in the other direction is easier. Given a zonotope \(Z = (\vec{c}_1, \vec{g}_1, \ldots, \vec{g}_m, >)\) which is of dimension \(n\), an equivalent order 1 TM is of the form \((\vec{c} + p(\vec{x}), 0)\) with \(\vec{x} \in [-1,1]^m\). It is derived by setting the coefficient of \(x_i\) in the \(j\)-th component of \(p\) by \(\vec{g}_i[j]\) for \(1 \leq i \leq m\) and \(1 \leq j \leq n\).

2.4.3 Ellipsoids

As another class of representations, an \(n\)-dimensional ellipsoid consists of the points in \(\mathbb{R}^n\) which satisfy a given polynomial inequality of degree 2. The definition is presented as below.

Definition 2.4.9 (Ellipsoid). An ellipsoid \(\mathcal{E}\) in \(\mathbb{R}^n\) is defined by the set

\[
\mathcal{E} = \{ \vec{x} \in \mathbb{R}^n \mid (\vec{x} - \vec{c})^T \cdot Q \cdot (\vec{x} - \vec{c}) \leq 1 \} \tag{2.11}
\]

wherein \(\vec{c} \in \mathbb{R}^n\) is the center of \(\mathcal{E}\) and \(Q \in \mathbb{R}^{n \times n}\) is the shape matrix which is positive definite, i.e., \(\vec{x}^T \cdot Q \cdot \vec{x} > 0\) for all nonzero \(\vec{x} \in \mathbb{R}^n\). We denote it by \(\mathcal{E} : (\vec{c}, Q)\).

Intuitively, the eigenvectors of \(Q\) define the principal axes of \(\mathcal{E}\) and the eigenvalues of \(Q\) are the reciprocals of the squares of the semi-axes.
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Example 2.4.10. We present two examples of ellipsoids. In Figure 2.11(a), the ellipsoid \( E_1 \) is defined by

\[
E_1 = \{ \mathbf{x} \in \mathbb{R}^2 \mid (\mathbf{x} - (1.5, 1.5))^T \cdot \left( \begin{array}{cc} \frac{1}{25} & 0 \\ 0 & \frac{1}{39} \end{array} \right) \cdot (\mathbf{x} - (1.5, 1.5)) \} \,.
\]

For the ellipsoid shown in Figure 2.11(b), the definition is given by

\[
E_2 = \{ \mathbf{x} \in \mathbb{R}^2 \mid (\mathbf{x} - (0.5, 1))^T \cdot \left( \begin{array}{cc} 0.9765625 & 0.5859375 \\ 0.5859375 & 0.9765625 \end{array} \right) \cdot (\mathbf{x} - (0.5, 1)) \} \,.
\]

The emptiness of an ellipsoid \( E : (\mathbf{c}, Q) \) can be verified by solving the convex feasibility problem

\[
\text{find } \mathbf{x} \in \mathbb{R}^n \text{ subject to } (\mathbf{x} - \mathbf{c})^T \cdot Q \cdot (\mathbf{x} - \mathbf{c}) \leq 1. 
\]

The ellipsoid is empty if and only if no solution is found.

For the operators we introduced on polytopes, ellipsoids are only closed under affine mapping and the intersection with a hyperplane. Given an ellipsoid \( E : (\mathbf{c}, Q) \), its image under an affine mapping \( \pi : \mathbf{x} \mapsto M \cdot \mathbf{x} + \mathbf{b} \) is the ellipsoid defined by

\[
\pi(E) : (M \cdot \mathbf{c} + \mathbf{b}, (M \cdot Q^{-1} \cdot M^T)^{-1}) .
\]

Some exact and approximate methods to compute the other operations on ellipsoids are described elsewhere [KV00, KV06, RST02]. However, ellipsoids are not closed under intersection, Minkowski sum and convex hull. Some over- and under-approximation techniques for those operations are given in [KV00, KV06, RST02].

2.4.4 Support functions

Support functions can be used as symbolic representations for convex sets. If two convex and compact sets \( S_1, S_2 \subseteq \mathbb{R}^n \) have the same support function, then \( S_1 = S_2 \).
Definition 2.4.11 (Support function). Given a set $S$ in the $n$-dimensional Euclidean space $\mathbb{R}^n$, the support function $\rho_S : \mathbb{R}^n \to \mathbb{R} \cup \{-\infty, \infty\}$ is defined by

$$\rho_S(\vec{l}) = \sup\{\vec{l}^T \cdot \vec{x} | \vec{x} \in S\}.$$  \hfill (2.12)

**Support function of a polytope.** The support function value of a polytope in either $\mathcal{H}$- or $\mathcal{V}$-representation w.r.t. a vector can be computed by LP. Given $P : A \cdot \vec{x} \leq \vec{b}$, the support function value $\rho_P(\vec{l})$ for any constant vector $\vec{l}$ can be obtained by solving

$$\sup\{\vec{l}^T \cdot \vec{x} \} \text{ subject to } A \cdot \vec{x} \leq \vec{b}.$$  

For a $\mathcal{V}$-representation $P : \{\vec{v}_1, \ldots, \vec{v}_m\}$, the support function value $\rho_P(\vec{l})$ can be obtained by solving

$$\sup\{\vec{l}^T \cdot \vec{x} \} \text{ subject to } \vec{x} = \sum_{i=1}^{m} \lambda_i \cdot \vec{v}_i \wedge \bigwedge_{i=1}^{m} (\lambda_i \in [0, 1]) \wedge \sum_{i=1}^{m} \lambda_i = 1.$$  

**Support function of a zonotope.** Although the support function value of a zonotope in $\mathcal{G}$-representation w.r.t. a vector $\vec{l}$ may be derived by LP, it is not necessary. Instead, an easier way to do that is computing a vector $\vec{x}^*$ which is the sum of the zonotope center and those vectors $\vec{v}$ such that either $\vec{v}$ or $-\vec{v}$ is a generator and $\vec{l}^T \cdot \vec{v} > 0$. Then the support function value can be computed by $\vec{l}^T \cdot \vec{x}^*$.

**Support function of an ellipsoid.** The support function value of an ellipsoid $\mathcal{E} : (\vec{c}, Q)$ w.r.t. a vector $\vec{l}$ can be computed by

$$\rho_{\mathcal{E}}(\vec{l}) = \vec{l}^T \cdot \vec{c} + \sqrt{\vec{l}^T \cdot Q^{-1} \cdot \vec{l}}.$$  

Support function representations are closed under affine mapping, Minkowski sum and convex hull [Le 09]. Given the support function $\rho_S$ of a set $S$, the support function of its image under an affine mapping $\pi : \vec{x} \mapsto M \cdot \vec{x} + \vec{c}$ is given by

$$\rho_{\pi(S)}(\vec{l}) = \rho_S(M^T \cdot \vec{l}) + \vec{l}^T \cdot \vec{c}.$$  

Given two sets $S_1, S_2$ which are represented by their support functions $\rho_{S_1}, \rho_{S_2}$ respectively. The support function of $S_1 \oplus S_2$ can be computed by

$$\rho_{S_1 \oplus S_2}(\vec{l}) = \rho_{S_1}(\vec{l}) + \rho_{S_2}(\vec{l})$$

and the support function of $\text{Conv}(S_1 \cup S_2)$ is given by

$$\rho_{\text{Conv}(S_1 \cup S_2)}(\vec{l}) = \sup\{\rho_{S_1}(\vec{l}), \rho_{S_2}(\vec{l})\}.$$  

Nevertheless, the support function of the intersection of two support functions is usually difficult to compute.
Chapter 3

Taylor Model Flowpipes for Continuous Systems

Continuous systems are mathematical formalisms for physical systems which exhibit only continuous behavior. The evolution of a continuous system from an initial state is characterized by a solution of an Ordinary Differential Equation (ODE). Then, to compute the reachable set of a continuous system, it is often needed to solve an initial value problem for the modeling ODE, and unfortunately, such a job can hardly be done explicitly since most ODEs do not have closed-form solutions. In this chapter, we focus on the methods to generate an over-approximation for the reachable set in a bounded time horizon for a continuous system. The over-approximation set is computed as finitely many Taylor Model flowpipes.

We briefly revisit the background of validated integration techniques, and then present the method of Taylor model integration which is originally developed by Berz and Makino [BM98, MB09]. The method shares the basic framework that is used in the interval-based integration method [NJC99] but shows better accuracy in most of the applications. We present our approach to compute Taylor model flowpipes. It follows the main outline proposed by Berz and Makino but contains new techniques and heuristics to improve the overall performance. To handle the ODEs with time-varying uncertainties, we present a Taylor model extension of the method for dealing with time-invariant uncertainties proposed by Lin and Stadtherr [LS07]. We prove that all behaviors in the time-varying case can be captured by our method. To improve the performance on linear ODEs, we propose an efficient method that combines the use of Taylor models and support functions. Its effectiveness is shown via a comparison with SpaceEx.

3.1 Continuous systems

Given a function $g$, we denote its time derivative by $\dot{g}$ or $\frac{dg}{dt}$. Then an ODE is given by the form $\dot{x} = f(x, t)$.

**Definition 3.1.1** (Continuous system). A continuous system $S$ is defined by an ODE $\dot{x} = f(x, t)$ wherein $x$ are the state variables and $t$ is the time variable. The function $f$ is called the vector field of $S$ which associates each state $\bar{c}$ a derivative vector $f(\bar{c}, t)$ at time $t$. 
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Example 3.1.2 (Van der Pol circuit). The Van der Pol circuit given in Figure 3.1 is a typical continuous system. It is an RLC circuit except that the resistor is active. It pumps energy into the system when the current is low and lets the energy dissipate when the current is high. The voltage of the active resistor is governed by
\[ V_R = -\mu I + I^3. \]

Since the voltage drop across an inductor is proportional to the change rate of the current through it, then we have that \( V_L = L \cdot \frac{dI}{dt} \). For a capacitor, the current is proportional to the change rate of the voltage drop, hence we have that \( I = C \cdot \frac{dV_C}{dt} \). Kirchoff’s Voltage Law tells that the sum of the voltage drops around a loop is zero, therefore the following equation holds:
\[ -\mu I + I^3 + V_C + L \cdot \frac{dI}{dt} = 0. \]

Hence, we may derive a 2-dimensional ODE
\[
\begin{cases}
\dot{V}_C = \frac{1}{L} \cdot I \\
\dot{I} = \frac{1}{C} \left( -V_C + \mu I - I^3 \right)
\end{cases}
\]
which is named Van der Pol equation. In Figure 3.2, we present the vector field of the Van der Pol circuit in the \( V_C-I \) plane such that the parameters are selected as \( C = 1, \quad L = 1, \quad \mu = 1 \).

The (higher-order) Lie derivatives of a continuous function w.r.t. a vector field is given by Definition 3.1.3. As an example, assume that we have the ODE
\[
\begin{pmatrix} \dot{x} \\ \dot{y} \end{pmatrix} = f(x, y) = \begin{pmatrix} -x + y \\ 1 - y^2 \end{pmatrix}
\]
and a function \( g(x, y, t) = t + x - y \). The Lie derivatives of \( g \) up to order 2 are given as
\[
\begin{align*}
\mathcal{L}_f(g) &= (-x + y) - (1 - y^2) + 1 = -x + y + y^2 \\
\mathcal{L}^2_f(g) &= \mathcal{L}_f((-x + y + y^2)) = -(-x + y) + (1 - y^2) + 2y(1 - y^2) \\
&= 1 + x + y - y^2 - 2y^3.
\end{align*}
\]
Definition 3.1.3 (Lie derivative). Given an n-dimensional ODE \( \dot{x} = f(\vec{x}, t) \), the (first-order) Lie derivative of a differentiable function \( g(\vec{x}) \) w.r.t. the vector field \( f \) is defined by
\[
\mathcal{L}_f(g)(\vec{x}) = \sum_{i=1}^{n} \left( \frac{\partial g}{\partial x_i} \cdot f_i \right) + \frac{\partial g}{\partial t}
\]
wherein \( f_i \) denotes the i-th component of \( f \). If \( g \) is \( k \) times differentiable, the higher-order Lie derivatives of it are defined recursively as
\[
\mathcal{L}^{m+1}_f(g) = \mathcal{L}_f(\mathcal{L}^m_f(g)) \quad \text{for} \quad m = 1, 2, \ldots, k - 1.
\]

A function \( g(t) \) is said to be a solution of the ODE \( \dot{x} = f(\vec{x}, t) \) in a time interval \( T \) containing 0 w.r.t. the initial condition \( \vec{x} = \vec{x}_0 \) when \( t = 0 \), if
\begin{itemize}
  \item[(i)] \( g(0) = \vec{x}_0 \), and
  \item[(ii)] \( \frac{dg}{dt}(t) = f(g(t), t) \) over \( t \in T \).
\end{itemize}

By Picard-Lindelöf theorem, if the function \( f \) is Lipschitz continuous w.r.t. \( \vec{x} \) in a neighborhood of \( \vec{x}_0 \) and continuous w.r.t. \( t \), then the solution \( \vec{x}(t) \) of the ODE w.r.t. the initial condition \( \vec{x}(0) = \vec{x}_0 \) is unique in an open time interval \( (-\Delta(\vec{x}_0), \Delta(\vec{x}_0)) \) wherein \( \Delta(\vec{x}_0) \) is a constant depending on \( \vec{x}_0 \) (see [Mei07]). The theorem could also be applied to the case that \( f \) is locally Lipschitz continuous w.r.t. \( \vec{x} \) and continuous w.r.t. \( t \).

Definition 3.1.4 (Neighborhood). Given a point \( \vec{c} \in \mathbb{R}^n \) for some \( n \in \mathbb{N} \). A set \( U \subseteq \mathbb{R}^n \) is called a neighborhood of \( \vec{c} \) if there exists an open set \( V \subseteq \mathbb{R}^n \) such that \( \vec{c} \in V \subseteq U \).

Definition 3.1.5 (Lipschitz continuity). We say that a function \( f(\vec{x}, t) \) with \( t \in T \) is Lipschitz continuous w.r.t. \( \vec{x} \) in \( C \), if there exists a real constant \( L \geq 0 \) such that for any \( \vec{c}_1, \vec{c}_2 \in C \) and \( s \in T \) the following inequality holds.
\[
\|f(\vec{c}_1, s) - f(\vec{c}_2, s)\| \leq L \cdot \|\vec{c}_1 - \vec{c}_2\| \quad (3.1)
\]
We also call \( f \) locally Lipschitz continuous w.r.t. \( \vec{x} \) if for any \( \vec{c} \in C \) there exists a neighborhood \( U \) of \( \vec{c} \) such that \( f \) is Lipschitz continuous w.r.t. \( \vec{x} \) in \( U \).

Theorem 3.1.6 (Picard-Lindelöf theorem). Given an n-dimensional ODE \( \dot{x} = f(\vec{x}, t) \). If \( f(\vec{x}, t) \) is Lipschitz continuous w.r.t. the variables \( \vec{x} \) in some open set \( C \subseteq \mathbb{R}^n \) and continuous w.r.t. \( t \) in an interval \( T \) containing 0, then for any \( \vec{x}_0 \in C \), the solution \( \vec{x}(t) \) w.r.t. \( \vec{x}(0) = \vec{x}_0 \) is unique over \( t \in (-\Delta(\vec{x}_0), \Delta(\vec{x}_0)) \subseteq T \) for some real value \( \Delta(\vec{x}_0) > 0 \) depending on \( \vec{x}_0 \).

Example 3.1.7. The ODE \( \dot{x} = 0.5x \) has the unique solution \( x(t) = \exp(0.5t) \cdot c \) over \( t \in \mathbb{R} \) for all initial state \( x(0) = c \in \mathbb{R} \). However, the ODE \( \dot{x} = \sqrt{2|x|} \) has the following two solutions w.r.t. the initial condition \( x(0) = 0 \):
\begin{align*}
(1) \quad x(t) &= 0 \\
(2) \quad x(t) &= \begin{cases}
0.5t^2, & t \geq 0 \\
-0.5t^2, & t < 0
\end{cases}
\end{align*}
since the function \( \sqrt{2|x|} \) is not Lipschitz continuous over any set containing 0.
For the continuous systems under our consideration, we always assume that the vector fields are locally Lipschitz continuous w.r.t. the state variables and continuous w.r.t. the time variable. Therefore, given a time interval \([-\Delta, \Delta]\) \(\subseteq \mathbb{R}\), if a solution is ensured to exist there, then it is also unique (see [Mei07]). Besides the notation \(\vec{x}(t)\), we sometimes denote \(\varphi_f(\vec{x}_0, t)\) as the unique solution of the ODE \(\dot{x} = f(x, t)\) w.r.t. \(x(0) = \vec{x}_0\) at time \(t\). It is also known as the flow of the continuous system from \(\vec{x}_0\). For convenience, we denote the set of flows \(\{\varphi_f(\vec{x}_0, t) \mid \vec{x}_0 \in X_0, t \in \Delta\}\) collectively by \(\varphi_f(X_0, \Delta)\) when \(\varphi_f(\vec{x}_0, t)\) all exists for \(\vec{x}_0 \in X_0\) and \(t \in \Delta\). The set is also called a flowpipe.

An initial value problem (IVP) is to find a solution \(\vec{x}(t)\) over some time interval \(T\) containing \(0\) for an ODE \(\dot{x} = f(x, t)\) and its initial condition \(x(0) = \vec{x}_0\). Then for a continuous system defined by \(\dot{x} = f(x, t)\), the problem is similar to computing the reachable set \(\varphi_f(X_0, t)\) for \(t \in T\) according to a given initial set \(X_0\). Since a continuous system is always defined by an ODE in the thesis, we sometimes also call continuous systems ODEs, or ODE solutions reachable sets.

**Definition 3.1.8 (Continuous reachability problem).** Given an \(n\)-dimensional continuous system \(S : \dot{x} = f(x, t)\) and an initial set \(X_0 \subseteq \mathbb{R}^n\). The reachability problem of \(S\) is to verify whether a given state \(\vec{c} \in \mathbb{R}^n\) is reachable in a given time interval \(T\). We also call the problem bounded when \(T\) is bounded.

Since most IVPs do not have a closed-form solution, the reachability problem of a continuous system can hardly be solved explicitly. Hence, we seek to compute an approximation of the result. Two state-of-the-art approaches are widely used to generate approximations for ODE solutions. They are called numerical integration and validated integration (also named verified integration or guaranteed integration). Both of them can be applied to yielding approximations for the reachable sets of continuous systems.

**Numerical integration.** Numerical integration is a task to generate numerical solutions for IVPs. More precisely, it computes numerical approximations for ODE solutions. Lots of numerical integration techniques are proposed in the past, such as Euler’s method, Taylor’s method and Runge-Kutta method (see [AHS09]). Those methods compute an approximation for the solution at a time point by consecutively approaching it via finitely many time steps which are also called integration steps. Given an ODE \(\dot{x} = f(x, t)\) as well as an initial condition \(x(0) = \vec{x}_0\), an approximation value \(\vec{s}_i\) for the solution \(\vec{x}(t)\) at some time \(t > 0\) can be computed by the following iterations,

1. for all \(i = 1, \ldots, N\) do
2. Compute \(\vec{s}_i\) as an approximation of \(\varphi_f(\vec{s}_{i-1}, \delta_i)\);
3. end for

wherein \(\vec{s}_0 = \vec{x}_0\) and \(\delta_1, \ldots, \delta_N\) are called time step-sizes such that \(\sum_{i=1}^{N} \delta_i = t\). The scheme is based on the fact that a unique solution \(\varphi_f(\vec{x}_0, t)\) over a time interval \(T\) containing \(0\) satisfies

\[
\varphi_f(\vec{x}_0, t_1 + t_2) = \varphi_f(\varphi_f(\vec{x}_0, t_1), t_2)
\]

for \(t_1, t_2, t_1 + t_2 \in T\). The reason to compute the approximation by iterations is that the step-size in each iteration can be made small enough to control the local approximation error, although the global error may still accumulate during the iterations. Numerical integration techniques may be used to generate time-bounded simulation paths for
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Continuous systems. However, those approximation paths do not help to solve a reachability problem, since the approximation error is not guaranteed, and we still do not know whether a state is reachable or not.

Validated integration. Validated integration shares the same framework with numerical integration except that a flowpipe over-approximation is computed in every integration step to enclose the reachable set in a time segment. For the same example as above, the iterations become

1: for all \(i=1,\ldots,N\) do
2: Compute \(\mathcal{F}_i\) as an over-approximation of \(\varphi_f(\mathcal{F}_{i-1};[0,\delta_i])\);  
3: end for

wherein \(\mathcal{F}_0 = \{\vec{x}_0\}\). Here, the initial set may also contain infinitely many states. Validated integration methods need to guarantee the inclusion of the exact solution in every integration step and are usually much more time-consuming than performing a numerical integration. The representation of a flowpipe over-approximation plays an important role in the overall computational performance. The sets on which general operations such as linear mapping, Minkowski sum are easy to compute are considered suitable. For continuous systems, a validated integration method may compute a reachable set over-approximation, and then any state that is not included is absolutely not reachable.

Example 3.1.9. We consider the Van der Pol circuit given in Example 3.1.2. The initial set of interest is the box \(V_C(0) \in [1.9, 2.1]\) and \(I(0) \in [1.9, 2.1]\). In Figure 3.3, we illustrate the 25 simulation trajectories generated by MATLAB ode45, their starting points are uniformly distributed in the initial box. Figure 3.4 presents the over-approximation sets computed by \textsc{Flow*} for the system behavior, each state which is not included is not reachable.
3.2 High-level flowpipe construction schemes

We briefly revisit the high-level techniques for validated integration which is also called flowpipe construction in this thesis. We consider the schemes for linear and non-linear continuous systems separately, since the linear ones can be handled in more efficient ways.

3.2.1 Schemes for linear continuous systems

We concentrate on the autonomous linear continuous systems defined by homogeneous ODEs of the form \( \dot{x} = A \cdot x \), since a non-homogeneous ODE \( \dot{x} = A \cdot x + \beta \) can be equivalently transformed to a homogeneous one by adding new state variable(s).

Given an \( n \)-dimensional linear continuous system \( S : \dot{x} = f(x) = A \cdot x \) and an initial set \( X_0 \subseteq \mathbb{R}^n \), the reachable set in the bounded time horizon \( [0, \Delta] \) can be explicitly expressed by

\[
\varphi_f(X_0, [0, \Delta]) = \{ \exp(A \cdot t) \cdot x_0 | x_0 \in X_0, t \in [0, \Delta] \}
\]

since \( x(t) = \exp(A \cdot t) \cdot x_0 \) is the solution of the ODE w.r.t. the initial condition \( x(0) = x_0 \). Unfortunately, the above set can hardly be computed exactly or even approximated accurately by one shot when the time interval \( [0, \Delta] \) is large. We may however use flowpipe over-approximations to wrap the reachable set by segments. In each of them we only need to over-approximate the matrix \( \exp(A \cdot t) \) over a small interval of \( t \), and it can be done by using the methods of approximating matrix exponentials [MV03] and interval arithmetic.

The flowpipe construction for linear continuous systems can be carried out in various ways. Here, we present two popular schemes. The first one is given by Algorithm 4. For \( 1 \leq i \leq N \), the \( i \)-th flowpipe over-approximation \( F_i \) is an over-approximation of the reachable set in the time step \( \sum_{j=1}^{i-1} \delta_j, \sum_{j=1}^{i} \delta_j \), it may be obtained by (conservatively) solving some optimization problems over the ODE solution set [CK98].

Algorithm 4 Flowpipe construction for linear continuous systems - Scheme I

Input: an ODE \( \dot{x} = A \cdot x \), an initial set \( X_0 \), \( N \) step-sizes \( \delta_1, \ldots, \delta_N \) such that \( \sum_{i=1}^{N} \delta_i = \Delta \)

Output: an over-approximation \( \mathcal{R} \) for the reachable set from \( X_0 \) in time \( [0, \Delta] \)

1: \( \mathcal{R} \leftarrow \emptyset \);
2: for all \( i = 1, \ldots, N \) do
3: \( F_i \leftarrow \text{overapprox}(\{ \exp(A \cdot t) \cdot x_0 | x_0 \in X_0, t \in [\sum_{j=1}^{i-1} \delta_j, \sum_{j=1}^{i} \delta_j] \}) \);
4: \( \mathcal{R} \leftarrow \mathcal{R} \cup F_i \);
5: end for
6: return \( \mathcal{R} \);

In the second scheme, as presented by Algorithm 5, a flowpipe over-approximation, except the first one, is computed as the image of the previous one under the linear mapping \( \pi : x \mapsto \exp(A \cdot \delta) \cdot x \). It is because of the fact that

\[
\exp(A \cdot a) \cdot \exp(A \cdot b) = \exp(A \cdot (a + b))
\]

for all constant \( a, b \in \mathbb{R} \), and by the solution form of linear ODEs, we have that

\[
\varphi_f(X_0, [i \cdot \delta, (i + 1) \cdot \delta]) = \exp(A \cdot \delta) \cdot \varphi_f(X_0, [(i - 1) \cdot \delta, i \cdot \delta])
\]
for $1 \leq i \leq N - 1$. By using the flowpipe representations which are closed under linear mappings, such as zonotopes [Gir05] and support functions [LG09], the second scheme often costs less time than the first one does, since there is no need to solve optimization problems in a time step.

**Algorithm 5** Flowpipe construction for linear continuous systems - Scheme II

**Input:** an ODE $\dot{\vec{x}} = A \cdot \vec{x}$, an initial set $X_0$, a time horizon $[0, \Delta]$, a step-size $\delta$

**Output:** an over-approximation $R$ for the reachable set from $X_0$ in time $[0, \Delta]$

1: $N \leftarrow \lceil \frac{\Delta}{\delta} \rceil$
2: $M_\delta \leftarrow \text{overapprox}(\exp(A \cdot \delta))$; # $M_\delta$ is an interval matrix
3: $F_1 \leftarrow \text{overapprox}\left(\{\exp(A \cdot t) \cdot \vec{x}_0 \mid \vec{x}_0 \in X_0, t \in [0, \delta]\}\right)$;
4: $R \leftarrow F_1$
5: for all $i = 2, \ldots, N$ do
6: $F_i \leftarrow M_\delta \cdot F_{i-1}$;
7: $R \leftarrow R \cup F_i$;
8: end for
9: return $R$;

The two schemes are different tradeoffs between efficiency and accuracy. For Scheme I, the overall overestimation does not accumulate during the iterations since the flowpipe over-approximations are computed independently, although in each step we may need to solve some optimization problems which could be time-consuming. In Scheme II, except the first flowpipe over-approximation, we only need to recursively compute images of linear mappings. However the overall overestimation may accumulate since the matrix $M_\delta$ used in every iteration is an over-approximation of $\exp(A \cdot \delta)$. In both of the schemes, it is possible to arbitrarily reduce the overall overestimation by shrinking the step-sizes when those operations are implemented properly. In Section 3.6, we describe a novel method which combines the use of Taylor models and support functions in a variant of Scheme II.

### 3.2.2 General scheme for non-linear continuous systems

When a continuous system is defined by a non-linear ODE, the reachable set over-approximations often can not be computed based on the closed-form solutions. In this case, we may resort to Taylor approximations.

Given a non-linear continuous system $S : \dot{\vec{x}} = f(\vec{x}, t)$ and an initial set $X_0$, the $i$-th flowpipe over-approximation $F_i$ can be computed by the following procedure.

1: $\Omega_i \leftarrow \text{overapprox}\left(\{p_k(\vec{x}_0, t) \mid \vec{x}_0 \in X_i, t \in [0, \delta_i]\}\right)$;
2: if there is an interval $I_i$ s.t. $\varphi_f(X_i, [0, \delta_i]) \subseteq \Omega_i \oplus I_i$ then
3: $F_i \leftarrow \text{overapprox}(\Omega_i \oplus I_i)$;
4: else
5: Terminate and return FAIL;
6: end if

wherein $X_i$ denotes the local initial set which is $X_0$ when $i = 1$, and an over-approximation of $\varphi_f(X_0, \sum_{j=1}^{i-1} \delta_j)$ for $i > 1$. It can be derived form the previous flowpipe over-approximation. The value of $\delta_i$ is the $i$-th step-size. The polynomial $p_k$ is a Taylor approximation of the
solution in the current time step, and it can be obtained as
\[ p_k(\bar{x}, t) = \bar{x}_0 + \mathcal{L}_f(\varphi_f(\bar{x}, t))|_{t=0} \cdot t + \cdots + \frac{1}{k!} \mathcal{L}_f^k(\varphi_f(\bar{x}, t))|_{t=0} \cdot t^k. \]
In practice, \( p_k \) is not necessarily to be the exact Taylor polynomial but should be made as close as possible. For example, an Interval Taylor series (ITS) is computed for \( p_k \) in [NJC99]. After over-approximating \( p_k \), we should verify the existence of the solution over the time step \([0, \delta_i]\) and the initial set \( X_0 \). To do so, we try to find an interval \( I_l \) such that the result of bloating \( \Omega_i \) by adding \( I_l \) contains a solution. Since the solution is unique by our assumption, the set \( \Omega_i \oplus I_l \) is an over-approximation of the reachable set in \([0, \delta_i]\). On the other hand, if such an interval is not found, then the integration task fails. In that case, a remedy could be to decrease \( \delta_l \) and try again. In the next section, we present a method to compute the flowpipe over-approximations which are represented by Taylor models.

### 3.3 Computing Taylor model flowpipes

#### 3.3.1 Standard Taylor model integration method

We consider to compute the flowpipe over-approximations as Taylor Models (TMs) for a non-linear continuous system. They are also called TM flowpipes. Given an \( n \)-dimensional non-linear continuous system \( S : \dot{x} = f(x, t) \) and an interval or TM initial set \( X_0 \subseteq \mathbb{R}^n \). Assume that the \( N \) time step-sizes are given by \( \delta_1, \ldots, \delta_N \), then for \( 1 \leq i \leq N \), the \( i \)-th TM flowpipe is of the form \( \mathcal{F}_i(\bar{x}, 0, t) = (p_l(\bar{x}, 0, t), I_l) \) such that \( \bar{x}_0 \in X_0 \) and \( t \in [0, \delta_i] \). It is an over-approximation of the solution \( \varphi_f(\bar{x}, \sum_{j=1}^{i-1} \delta_j + t) \), i.e.,
\[
\varphi_f(\bar{x}, \sum_{j=1}^{i-1} \delta_j + t) \in p_l(\bar{x}, 0, t) + I_l \quad \text{for all} \quad \bar{x}_0 \in X_0, t \in [0, \delta_i].
\]

The TM flowpipes may be of different orders. The method of computing TM flowpipes is called TM integration. We give a description of it as follows.

Given an integration task, the initial set \( X_l \) in the \( i \)-th time step is \( X_0 \) when \( i = 1 \), or given by the TM \( \mathcal{F}_{i-1}(\bar{x}_0, \delta_{i-1}) \) for \( 1 < i \leq N \). We use the following two steps to compute the \( i \)-th TM flowpipe \( \mathcal{F}_i \). We assume that the TM order is \( k \).

**Step 1.** Compute the order \( k \) Taylor polynomial of \( \varphi_f(\bar{x}_i, t) \) at \( t = 0 \). It can be obtained as
\[
p_l(\bar{x}, t) = \bar{x}_i + \text{Trunc}_{k-1}(\mathcal{L}_f(\varphi_f(\bar{x}, t))|_{t=0} \cdot t + \cdots + \frac{1}{k!} \text{Trunc}_0(\mathcal{L}_f^k(\varphi_f(\bar{x}, t))|_{t=0} \cdot t^k)
\]
wherein the operation \( \text{Trunc}_j(p) \) removes the terms of degrees \( > j \) in the polynomial \( p \). The truncated Lie derivatives in \( p_l \) can be computed iteratively, that is
\[
\text{Trunc}_{k-1}(\mathcal{L}_f^i(\varphi_f(\bar{x}, t))) = \text{Trunc}_{k-i}(\mathcal{L}_f(\text{Trunc}_{k-i+1}(\mathcal{L}_f^i(\varphi_f(\bar{x}, t)))))
\]
for \( i = 1, \ldots, k \), since the terms of degrees \( \leq (k - i) \) in \( \mathcal{L}_f^i(\varphi_f(\bar{x}, t)) \) are generated only by the terms of degrees \( \leq (k - i + 1) \) in \( \mathcal{L}_f^{i-1}(\varphi_f(\bar{x}, t)) \).
3.3. COMPUTING TAYLOR MODEL FLOWPIPES

**Definition 3.3.1** (Picard iteration). Given an ODE \( \dot{x} = f(x,t) \) and an initial condition \( x(0) = x_0 \), the Picard iteration from a function \( g_0(t) \) is defined by

\[
g_{i+1}(t) = \mathbb{P}_f(g_i) = x_0 + \int_0^t f(g_i(s),s)ds \quad \text{for } i \geq 0 \quad (3.3)
\]

wherein \( \mathbb{P}_f \) is called a Picard operator.

Besides the use of Lie derivatives, the polynomial \( p_k \) can also be generated by Picard iteration from \( g_0(\bar{x}_i,t) = \bar{x}_i \). That is, we set an initial function \( g_0(\bar{x}_i,t) = \bar{x}_i \), and apply the Picard operator as well as truncation operator to compute \( p_k = g_k \):

\[
g_{i+1}(\bar{x}_i,t) = \text{Trunc}_i(\mathbb{P}_f(g_i)) \quad \text{for } i = 0, \ldots, k - 1
\]

The application of the two methods on an ODE is given by Example 3.3.2.

**Example 3.3.2.** Given a 2-dimensional ODE \( \begin{pmatrix} \dot{x} \\ \dot{y} \end{pmatrix} = f(x,y) = \begin{pmatrix} 1 + y \\ -x^2 \end{pmatrix} \). We want to compute the order 4 Taylor polynomial \( p_k \) for the solution. We first generate the Taylor polynomial up to order \( k \) by truncated Lie derivatives. For simplicity, we use \( x \) and \( y \) to denote the first and second components respectively for the function \( \varphi_f(x,y,t) \).

\[
\begin{align*}
\text{Trunc}_3 \left( \mathcal{L}_f \left( \begin{pmatrix} x \\ y \end{pmatrix} \right) \right) &= \left( \begin{pmatrix} 1 + y \\ -x^2 \end{pmatrix} \right) \\
\text{Trunc}_2 \left( \mathcal{L}_f^2 \left( \begin{pmatrix} x \\ y \end{pmatrix} \right) \right) &= \text{Trunc}_2 \left( \mathcal{L}_f \left( \begin{pmatrix} 1 + y \\ -x^2 \end{pmatrix} \right) \right) = \left( \begin{pmatrix} -x^2 \\ -2x - 2xy \end{pmatrix} \right) \\
\text{Trunc}_1 \left( \mathcal{L}_f^3 \left( \begin{pmatrix} x \\ y \end{pmatrix} \right) \right) &= \text{Trunc}_1 \left( \mathcal{L}_f \left( \begin{pmatrix} -2x - 2xy \end{pmatrix} \right) \right) = \left( \begin{pmatrix} -2 \\ -4 \end{pmatrix} \right) \\
\text{Trunc}_0 \left( \mathcal{L}_f^4 \left( \begin{pmatrix} x \\ y \end{pmatrix} \right) \right) &= \text{Trunc}_0 \left( \mathcal{L}_f \left( \begin{pmatrix} -2 \\ -4 \end{pmatrix} \right) \right) = \left( \begin{pmatrix} -2 \\ 0 \end{pmatrix} \right)
\end{align*}
\]

and then the order 4 Taylor expansion is given by

\[
p_k(x_1,y_1,t) = \begin{pmatrix} x_1 + t + y_1t - \frac{1}{2}x_1^2t^2 - \frac{1}{4}x_1t^3 - \frac{1}{12}t^4 \\ y_1 - x_1^2t - x_1t^2 - \frac{1}{3}t^3 - x_1y_1t^2 - \frac{2}{7}y_1t^3 \end{pmatrix}
\]

Then we turn to the second method. We start with the function \( g_0(x_1,y_1,t) \) and apply
the Picard iteration with truncations.

\[
g_0(x_1, y_1, t) = \left( \begin{array}{c} x_1 \\ y_1 \end{array} \right)
\]

\[
g_1(x_1, y_1, t) = Trunc_1 \left( \begin{array}{c} x_1 \\ y_1 \end{array} \right) + \int_0^t \left( \begin{array}{c} 1 + y_1 \\ -x_1^2 \end{array} \right) ds = \left( \begin{array}{c} x_1 + t \\ y_1 \end{array} \right)
\]

\[
g_2(x_1, y_1, t) = Trunc_2 \left( \begin{array}{c} x_1 \\ y_1 \end{array} \right) + \int_0^t \left( \begin{array}{c} 1 + y_1 \\ -(x_1 + s)^2 \end{array} \right) ds = \left( \begin{array}{c} x_1 + t + y_1t \\ y_1 \end{array} \right)
\]

\[
g_3(x_1, y_1, t) = Trunc_3 \left( \begin{array}{c} x_1 \\ y_1 \end{array} \right) + \int_0^t \left( \begin{array}{c} 1 + y_1 \\ -(x_1 + s + y_1s)^2 \end{array} \right) ds = \left( \begin{array}{c} x_1 + t + y_1t \\ y_1 - x_1^2t - x_1t^2 - \frac{1}{3}t^3 \end{array} \right)
\]

\[
g_4(x_1, y_1, t) = Trunc_4 \left( \begin{array}{c} x_1 \\ y_1 \end{array} \right) + \int_0^t \left( \begin{array}{c} 1 + y_1 - x_1^2s - x_1s^2 - \frac{1}{3}s^3 \\ -(x_1 + s + y_1s)^2 \end{array} \right) ds = \left( \begin{array}{c} x_1 + t + y_1t - \frac{1}{2}x_1^2t^2 - \frac{1}{3}x_1t^3 - \frac{1}{15}t^4 \\ y_1 - x_1^2t - x_1t^2 - \frac{1}{3}t^3 - x_1y_1t^2 - \frac{1}{5}y_1t^3 \end{array} \right)
\]

The function \( g_4 \) is the Taylor expansion \( p_t \).

**Step 2.** Evaluate a safe remainder interval \( I_t \) for the Taylor polynomial \( p_t(\vec{x}_i, t) \) with \( \vec{x}_i \in X_i \) and \( t \in [0, \delta_i] \). We try to find an interval \( I_t \) such that there exists a function \( u(\vec{x}_i, t) \in p_t(\vec{x}_i, t) + I_t \) for all \( \vec{x}_i \in X_i \) and \( t \in [0, \delta_i] \), and

\[
u(\vec{x}_i, t) = \int_0^t f(u(\vec{x}_i, s), s) ds
\]

i.e., \( u(\vec{x}_i, t) = \varphi_f(\vec{x}_i, t) \). By our assumption, if the solution in \([0, \delta_i]\) exists then it is unique. Such a remainder interval could be verified by using Picard operator. Since the set of continuous functions \( \{ g(\vec{x}_i, t) \mid \vec{x}_i \in X_i, t \in [0, \delta_i] \} \) with the norm \( | \cdot | \) defined by

\[|g| = \sup \{ |g(\vec{x}_i, t)| \mid \vec{x}_i \in X_i, t \in [0, \delta_i] \}\]

forms a Banach space, and \( (p_t, I_t) \) for an interval \( I_t \) defines a convex and compact set of continuous functions, we can infer, by the Schauder fixed point theorem, that there is a function \( u \in (p_t, I_t) \) which satisfies (3.4) when the Picard operator maps \( (p_t, I_t) \) to a subset of it. To detect this contractiveness, we may use TM arithmetic of order \( k \). The result of a TM extension \( \mathcal{P}_f((p_t, I_t)) \) of \( \mathcal{P}_f((p_t, I_t)) \) also has the polynomial part \( p_t \), therefore if its remainder is contained in \( I_t \) then the operator is contractive on \( (p_t, I_t) \).

**Definition 3.3.3** (Convergence). Given an infinite sequence \( s_1, s_2, s_3, \ldots \) in a normed vector space \( (S, | \cdot |) \). We say that the sequence converges to a point \( s^* \in S \) if \( |s_i - s^*| \to 0 \) when \( i \to \infty \).

**Definition 3.3.4** (Cauchy sequence). An infinite sequence \( s_1, s_2, s_3, \ldots \) is called a Cauchy sequence in a normed vector space \( (S, | \cdot |) \), if for any \( \varepsilon > 0 \), there is a positive integer \( N \) such that for all positive integers \( i, j \geq N \) we have that \( |s_i - s_j| < \varepsilon \).
3.3. COMPUTING TAYLOR MODEL FLOWPIPES

**Theorem 3.3.5** (Schauder fixed point theorem). Let $U$ be a convex and compact set in a Banach space $(S, |·|)$ which is a normed vector space whose Cauchy sequences are all convergent to an element in $S$. If $f : U \to U$ is continuous, then the mapping $f$ has a fixed point in $U$, i.e., there is $u \in U$ such that $u = f(u)$.

To find such an interval remainder $I_j$, we may first provide an estimation and successively enlarge it until we verify the contractiveness of the Picard operator. Afterwards, the interval may be refined by repeatedly applying the Picard operator to $(p_l, I_l)$ using order $k$ TM arithmetic. We show an example as below.

**Example 3.3.6.** We consider the same ODE as that given by Example 3.3.2. Assume that the local initial set is given by the box $\{(x_l, y_l) | x_l \in [-1, 1], y_l \in [-0.5, 0.5]\}$, and the step-size is 0.02. We start with the remainder estimate $J_0 = \left( \begin{array}{c} [-0.1, 0.1] \\ [-0.1, 0.1] \end{array} \right)$ for the order 3 Taylor expansion

$$p_l(x_l, y_l, t) = \left( \begin{array}{c} x_l t + y_l t \\ y_l - x_l^3 t - x_l t^2 - \frac{1}{3} t^3 \end{array} \right)$$

We compute the following order 3 TM extension of the Picard operation,

$$P_f((p_l, J_0)) = \left( \begin{array}{c} x_l \\ y_l \end{array} \right) + \int_0^t \left( \begin{array}{c} 1 + (y_l - x_l^3 t - x_l t^2 - \frac{1}{3} t^3, [-0.1, 0.1]) \\ -((x_l + s + y_l s, [-0.1, 0.1])^2 \end{array} \right) ds$$

which yields the TM

$$\left( \begin{array}{c} x_l + y_l t \\ y_l - x_l^3 t - x_l t^2 - \frac{1}{3} t^3 \\ [-0.0023, 0.0023] \\ [-0.0060, 0.0060] \end{array} \right)$$

over $x_l \in [-1, 1]$, $y_l \in [-0.5, 0.5]$ and $t \in [0, 0.02]$. Then the remainder is refined to $J_1 = \left( \begin{array}{c} [-0.0023, 0.0023] \\ [-0.0060, 0.0060] \end{array} \right)$.

For further refinement, we compute

$$P_f((p_l, J_1)) = \left( \begin{array}{c} x_l \\ y_l \end{array} \right) + \int_0^t \left( \begin{array}{c} 1 + (y_l - x_l^3 t - x_l t^2 - \frac{1}{3} t^3, [-0.0060, 0.0060]) \\ -((x_l + s + y_l s, [-0.0023, 0.0023])^2 \end{array} \right) ds$$

and it yields a smaller remainder interval $\left( \begin{array}{c} [-0.0002, 0.0002] \\ [-0.0003, 0.0003] \end{array} \right)$.

At last, the $i$-th TM flowpipe $F_i$ can be computed from evaluating $(p_l(X_l, t), I_l)$ by order $k$ TM arithmetic. Notice that a safe remainder interval is not always guaranteed to be obtained, it might fail when either of the local initial set or the time step is too large.

In Figure 3.5 - 3.7, we give a visualization of the two steps as well as the computation of the local initial set in the next time step. The current local initial set is simply denoted by a point $\bar{x}_l$. We should mention that the size of the remainder interval in $\bar{x}_l$ does not necessarily increase along with the time steps. An example is given as follows.

**Example 3.3.7.** We assume that

$$(p_l(\bar{x}_l, t), I_l) = (1 + 2x_l t^2 - 0.2x_l^2 t, [-0.1, 0.1])$$

$$(p_l(\bar{x}_l, 0.2), I_l) = (1 + 0.08x_l - 0.04x_l^2, [-0.1, 0.1])$$

wherein $x_0 \in [-1, 1]$ and $t \in [0, 0.2]$. To compute the order 2 TM for the local initial set in the next integration step, we first compute

$$(p_l(\bar{x}_l), I_l) = (p_l(\bar{x}_l, 0.2), I_l) = (1 + 0.08x_l - 0.04x_l^2, [-0.1, 0.1])$$
Figure 3.5: Step 1: Compute the order $k$ Taylor approximation $p_l(\vec{x}_l, t)$

Figure 3.6: Step 2: Evaluate a proper remainder interval $I_l$
Then the substitution \((p'_{l}(0.1 - x_{0}^{2}, [-0.5, 0.5]), I_{l})\) results in the TM
\[
(1.0076 - 0.072x_{0}^{2}, [-0.250, 0.250])
\]
whose remainder size is smaller than that of \([-0.5, 0.5]\).

### 3.3.2 Preconditioned Taylor expansions

In a TM integration task, the remainders of the flowpipe over-approximations are often computed via lots of polynomial evaluations. As we pointed out in Chapter 2, the tightness of them is very sensitive to the evaluation schemes in use. In practice, for interval evaluating a polynomial \(p\), it is often effective to limit the overestimation by first reformulating \(p\) over a set of variables each of which ranges in \([-1, 1]\) and then computing an interval for a Horner form of the result. The reason to do the reformulation is that \(W(I\cdot J) \leq W(I'\cdot J)\) for any intervals \(I, I', J\) such that \(I\) is symmetric and \(W(I) = W(I')\). We give an example as below.

Given two TMs \((-x + x^2, [-0.1, 0.1])\) and \((1 + 2x - x^2, [-0.1, 0.1])\), the domain of them is given by \(x \in [2, 4]\). The order 2 TM of their product can be computed by
\[
(-x + x^2, [-0.1, 0.1]) \cdot (1 + 2x - x^2, [-0.1, 0.1])
= \left( -x - x^2, \text{Int}(-x + x^2) \cdot [-0.1, 0.1] + [-0.1, 0.1] \cdot \text{Int}(1 + 2 \cdot x - x^2) \right)
= (-x - x^2, [-1.4, 1.4] + [-1.1, 1.1] + [-0.01, 0.01] + [-232, 176])
= (-x - x^2, [-234.51, 178.51])
\]
which has a huge remainder interval whose width is 413.02. However, if we translate the two TMs equivalently to \((6 + 5y + y^2, [-0.1, 0.1])\) and \((-2 - 4y - y^2, [-0.1, 0.1])\) respectively
over \( y \in [-1, 1] \). The TM multiplication can be done by
\[
(6 + 5y + y^2, [-0.1, 0.1]) \cdot (-2 - 4y - y^2, [-0.1, 0.1])
= \begin{pmatrix}
12 - 14y - 24y^2, & \int(6 + 5y + y^2) \cdot [-0.1, 0.1] \\
+[-0.1, 0.1] \cdot \int(\mathbf{0} - 4y - y^2) + [-0.1, 0.1] + \int(-9y^3 - y^4)
\end{pmatrix}
= (-12 - 34y - 28y^2, [-1.2, 1.2] + [-0.7, 0.7] + [-0.01, 0.01] + [-10, 9])
= (-12 - 34y - 28y^2, [-11.91, 10.91])
\]
whose remainder width is only 22.82.

We consider to equivalently express the Taylor expansion \( p_l \) over another group of variables \( \vec{y} \) which range in a subset of the unit box \([-1, 1]^n\). The methods to do that are called \textit{preconditioning techniques}, and we only consider the translation form \( \vec{x}_l = \vec{c}_l + A_l \cdot \vec{y} \) for \( \vec{c}_l \in \mathbb{R}^n \) and \( A_l \in \mathbb{R}^{n \times n} \) which is an invertible matrix. We call \( \vec{c}_l, A_l \) \textit{preconditioning parameters}.

Many techniques are proposed to compute the preconditioning parameters. For example, the QR preconditioning technique for interval-based integration may also be applied to the TM case (see [Loh92][MB05]). When a preconditioning technique is used, we will meet the problem that is how to efficiently compute the preconditioned Taylor expansion for given \( \vec{c}_l \) and \( A_l \).

We introduce three approaches to compute a preconditioned Taylor expansion. The simplest one is to use Picard iteration from the initial function \( g_0(\vec{y}, t) = \vec{c}_l + A_l \cdot \vec{y} \). We call it \textit{Approach I}, it involves lots of variable substitutions which might be very time-consuming when either the vector field is a high-degree polynomial or the TM order is large. Hence, we also propose the use of the following two approaches for the situations in which Approach I does not work efficiently.

1. \textbf{Approach II: Based on a polynomial template.} Although the preconditioning parameters \( \vec{c}_l, A_l \) are different from step to step, the corresponding Taylor expansions can always be computed by
\[
p_l(\vec{y}, t) = \vec{c}_l + A_l \cdot \vec{y} + \text{Trunc}_{k-1}((L_f(\varphi_f(\vec{x}_l, t))|_{t=0})|_{\vec{x}_l = \vec{c}_l + A_l \cdot \vec{y}}) \cdot t + \cdots
\]
\[
+ \frac{1}{k!} \text{Trunc}_0((L_f^k(\varphi_f(\vec{x}_l, t))|_{t=0})|_{\vec{x}_l = \vec{c}_l + A_l \cdot \vec{y}}) \cdot t^k
\]
for which we may first derive a polynomial template over \( \vec{x}_l \) and \( t \),
\[
p_T(\vec{x}_l, t) = \vec{x}_l + \mathbf{L}_f(\varphi_f(\vec{x}_l, t))|_{t=0} \cdot t + \cdots + \frac{1}{k!} \mathbf{L}_f^k(\varphi_f(\vec{x}_l, t))|_{t=0} \cdot t^k
\]
then replace \( \vec{x}_l \) by \( \vec{c}_l + A_l \cdot \vec{y} \) and truncate the terms of degrees > \( k \). Note that the template \( p_T \) has nothing to do with \( \vec{c}_l, A_l \), it then can be computed only once and reused in every time step.

Unfortunately, such a scheme may also be time-costly, since no truncation is applied on the Lie derivatives in the template \( p_T \). In the case that the dimension \( n \) is large and the vector field \( f \) has a high-degree polynomial part, the size of \( p_T \) could be prohibitively large.
Table 3.1: Situations for applying different approaches to compute Taylor polynomials

<table>
<thead>
<tr>
<th>Method</th>
<th>Degree of the vector field</th>
<th>TM order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach I</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>Approach II</td>
<td>low</td>
<td>high</td>
</tr>
<tr>
<td>Approach III</td>
<td>high</td>
<td>high</td>
</tr>
</tbody>
</table>

2. **Approach III: Based on the preconditioned Taylor approximations.** The idea is similar to that described in [MB09]. By the precondition of the initial set \( \vec{x}_l = \vec{c}_l + A_t \cdot \vec{y}_l \), we may derive a preconditioned solution

\[
\varphi_f(\vec{x}_l, t) = \varphi_f(\vec{c}_l, t) + A_t \cdot \varphi_h(\vec{y}_l, t)
\]

wherein the evolution from \( \vec{y}_l \) is determined by another vector field \( h \). It denotes the evolution of the preconditioned difference between the trajectories from \( \vec{x}_l \) and \( \vec{c}_l \). We give an intuitive explanation in Figure 3.8.

Then the Taylor expansion \( p_l \) can be derived as

\[
p_l(\vec{y}_l, t) = p_\vec{c}(t) + A_t \cdot p_\vec{y}(\vec{y}_l, t)
\]

wherein \( p_\vec{c} \) is the order \( k \) Taylor polynomial of \( \varphi_f(\vec{c}_l, t) \) and \( p_\vec{y} \) is the order \( k \) Taylor polynomial of \( \varphi_h(\vec{y}_l, t) \). Since \( p_\vec{c} \) is univariate, we may compute it by mere Picard iteration and the cost is low. For \( p_\vec{y} \), we may compute the following polynomial

\[
p_\vec{y}(\vec{y}_l, t) = \vec{y}_l + \text{Trunc}_{k-1}(L_h(\varphi_h(\vec{y}_l, t)))|_{t=0} \cdot t + \cdots + \frac{1}{k!}\text{Trunc}_0(L^k_h(\varphi_h(\vec{y}_l, t)))|_{t=0} \cdot t^k
\]

wherein \( h \) is unknown but can be replaced by an order \((k - 1)\) Taylor polynomial \( p_h \) of it. That is,

\[
p_h(\vec{y}_l, t) = A_t^{-1} \cdot \left( \frac{dp_f(\vec{x}_l, t)}{dt} - \frac{dp_\vec{c}}{dt} \right)
\]

\[
= A_t^{-1} \cdot \left( f(\vec{x}_l, t) - \frac{dp_\vec{c}}{dt} \right)
\]

\[
= A_t^{-1} \cdot \left( f(p_\vec{c} + A_t \cdot \vec{y}_l, t) - \frac{dp_\vec{c}}{dt} \right)
\]

As we mentioned before, the truncated Lie derivatives can be generated iteratively based on only lower-order terms, then we do not need to keep the whole part of a Lie derivative in the computation. Therefore, such an approach could have a lower time cost than either of the other two when the TM order is high.

This approach might not have a better performance than the other two when the TM order in use is low, since the preconditioned Taylor expansion could be computed more efficiently in a more direct way.

Table 3.1 provides a summary of the suitable situations for the three approaches. In Example 3.3.8, we show the computation of a preconditioned Taylor expansion by using all of the three approaches. To better understand their applicabilities, we provide Example 3.3.9 in which we evaluate their performance on a set of variants of a jet engine model. The experimental platform is a PC with an Intel Core i7-860 Processor (2.80 GHz), 4.0 Gigabyte memory and the operating system of Ubuntu Linux 12.04 LTS.
Example 3.3.8. We consider a 1-dimensional ODE $\dot{x} = f(x) = 2 + x^2$. The preconditioning parameters are given by $c_l = 1$ and $A_l = (0.5)$. We present the computation of the order 4 Taylor expansion $p_l$ over $y_l$, $t$. We first follow the way of using Picard iteration, i.e., Approach I. The initial function is given by $g_0(y_l, t) = 1 + 0.5y_l$.

$$g_1(y_l, t) = \text{Trunc}_1(1 + 0.5y_l + \int_0^t (2 + (1 + 0.5y_l)^2)ds) = 1 + 0.5y_l + 3t$$

$$g_2(y_l, t) = \text{Trunc}_2(1 + 0.5y_l + \int_0^t (2 + (1 + 0.5y_l + 3t)^2)ds) = 1 + 0.5y_l + 3t + yt + 3t^2$$

$$g_3(y_l, t) = \text{Trunc}_3(1 + 0.5y_l + \int_0^t (2 + (1 + 0.5y_l + 3t + yt + 3t^2)^2)ds)$$

$$= 1 + 0.5y_l + 3t + yt + 3t^2 + 0.25y_l^2t + 2.5yt^2 + 5t^3$$

$$g_4(y_l, t) = \text{Trunc}_4\left(\int_0^t (2 + (1 + 0.5y_l + 3t + yt + 3t^2 + 0.25y_l^2t + 2.5yt^2 + 5t^3)^2)ds\right)$$

$$= 1 + 0.5y_l + 3t + yt + 3t^2 + 0.25y_l^2t + 2.5yt^2 + 5t^3 + 0.75y_l^2t^2$$

$$+ 4.6667yt^3 + 7t^4$$

After 4 iterations we have the preconditioned Taylor expansion $p_l = g_4$.

When we use Approach II, the polynomial template is computed by

$$p_T = x_l + (2 + x_l^2)t + \frac{1}{2}(4x_l + 2x_l^3)t^2 + \frac{1}{6}(8 + 16x_l^2 + 6x_l^4)t^3 + \frac{1}{24}(64x_l + 80x_l^3 + 24x_l^5)t^4$$

By substituting $1 + 0.5y_l$ in the place of $x_l$ and truncating the higher-order part, we obtain the same result that is

$$p_l = 1 + 0.5y_l + 3t + yt + 3t^2 + 0.25y_l^2t + 2.5yt^2 + 5t^3 + 0.75y_l^2t^2 + 4.6667yt^3 + 7t^4$$

Now we turn to Approach III. The order 4 Taylor polynomial for the solution $\varphi_f(1, t)$ is computed as $p_\varepsilon = 1 + 3t + 3t^2 + 5t^3 + 7t^4$ by Picard iteration. We compute the order 3 Taylor approximation for the vector field of $y(t) = \varphi_h(\tilde{y}, t)$, that is

$$p_n(y, t) = \text{Trunc}_3(2 + (1 + 3t + 3t^2 + 5t^3 + 7t^4 + 0.5y)^2 - 3 - 6t - 15t^2 - 28t^3)$$

$$= 2y + 0.5y^2 + 6yt + 6yt^2$$
\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{Enhancement} & \text{TM order} & \text{Approach I (s)} & \text{Approach II (s)} & \text{Approach III (s)} \\
\hline
+0 & 5 & 2.2 & 2.3 & 2.8 \\
+0 & 8 & 22.2 & 19.4 & 23.7 \\
+0 & 11 & 71.5 & 47.3 & 67.2 \\
+q_8 & 5 & 7.7 & 11.8 & 7.8 \\
+q_8 & 8 & 101.8 & 101.7 & 86.4 \\
+q_8 & 11 & 512.9 & 480.7 & 368.1 \\
+q_8 + q_9 & 5 & 17.7 & 24.0 & 14.1 \\
+q_8 + q_9 & 8 & 234.1 & 226.5 & 166.6 \\
+q_8 + q_9 & 11 & 1531.9 & 1607.2 & 914.4 \\
\hline
\end{array}
\]

Table 3.2: Experiments on the jet engine model with different enhancements

Then the order 4 Taylor approximation for \( \varphi(1 + 0.5y_t, t) \) is computed by

\[
p_y = y_t + \text{Trunc}_3(L_h(y))_{l=0} \cdot t + \frac{1}{2!}\text{Trunc}_2(L^2_h(y))_{l=0} \cdot t^2 \\
\quad + \frac{1}{3!}\text{Trunc}_1(L^3_h(y))_{l=0} \cdot t^3 + \frac{1}{4!}\text{Trunc}_0(L^4_h(y))_{l=0} \cdot t^4 \\
= y_t + (2y + 0.5y^2 + 6yt + 6yt^2)_{l=0} \cdot t \\
\quad + \frac{1}{2}(10y + 3y^2 + 36yt)_{l=0} \cdot t^2 \\
\quad + \frac{1}{6}(50y)_{l=0} \cdot t^3 \\
\quad + \frac{1}{24}(0)_{l=0} \cdot t^4 \\
= y_t + 2yt + 0.5y^2t + 5yt^2 + 1.5y^2t^2 + 9.333yt^3
\]

Hence, we have that

\[
p_t = p_c + (0.5) \cdot p_y \\
= 1 + 0.5y_t + 3t + y_t + 3t^2 + 0.25y^2t + 2.5yt^2 + 5t^3 + 0.75y^2t^2 + 4.6667yt^3 + 7t^4
\]

**Example 3.3.9** (Jet engine). The Moore-Greitzer model of a jet engine is described in [APS08]. It is a 2-dimensional continuous system defined by

\[
\begin{align*}
\dot{x} &= -y - 1.5x^2 - 0.5x^3 - 0.5 \\
\dot{y} &= 3x - y
\end{align*}
\]

The vector field is a (vector-valued) polynomial of degree 3. We consider to enhance it by adding high-degree polynomial terms which are listed as follows.

\[
q_6(x, y) = \begin{pmatrix} 0.2x^3y^3 \\ 0.2x^3y^3 \end{pmatrix} \quad q_9(x, y) = \begin{pmatrix} -0.1x^3y^6 - 0.1x^6y^3 \\ -0.1x^3y^6 - 0.1x^6y^3 \end{pmatrix}
\]

In Table 3.2, we list the experimental results on those enhancements with different TM orders and approaches. The running time is obtained from computing 100 flowpipes from the initial set \( x(0) \in [0.9, 1.1] \) and \( y(0) \in [0.9, 1.1] \).
**TM simplification.** It is always necessary to simplify the representation of a TM. Since a polynomial of \( n \) variables and degree \( k \) may have as many as \( \binom{n+k}{k} \) terms, we need to remove some terms in a polynomial part regularly during a computation but the resulting TM is still an over-approximation. To do so, we set a cutoff threshold \( \varepsilon > 0 \) such that if a term is verified to be contained in \( [-\varepsilon, \varepsilon] \), we then remove it from the polynomial part and add its interval enclosure onto the remainder.

**Non-polynomial terms in ODEs.** If the vector field \( f(\vec{x}, t) \) of the ODE contains non-polynomial terms, we recursively compute a TM \( (p_f, I_f) \) over the local initial set and time step on the structure of \( f \), and use \( (p_f, I_f) \) instead of \( f \) in the subsequent computation.

We give Algorithm 6 as the framework of TM integration. In the algorithm, the operations of TM substitution and remainder refinement are considered the most time-consuming part. In the following content, we propose some methods to improve the efficiency.

**Algorithm 6 TM integration for ODEs**

**Input:** an ODE \( \dot{\vec{x}} = f(\vec{x}, t) \), a TM initial set \( X_0 \), a time horizon \([0, \Delta]\), step-sizes \( \delta_1, \ldots, \delta_N \) such that \( \sum_{i=1}^{N} \delta_i = \Delta \), a positive integer \( k \) for the TM order in use

**Output:** an over-approximation \( R \) for the reachable set from \( X_0 \) in time \([0, \Delta]\)

1: \( R \leftarrow \emptyset; \)
2: \( X_l \leftarrow X_0; \)
3: for all \( i = 1, \ldots, N \) do
4: Compute the preconditioning parameters \( \vec{c}_l \) and \( A_l \);
5: Derive an order \( k \) Taylor polynomial \( p_l \) according to the parameters;
6: Come up with a remainder interval estimate \( I_l \);
7: while \( I_l \) is not a safe remainder interval for \( p_l \) in the time step \([0, \delta_i]\) do
8: if \( W(I_l) \) exceeds a specified threshold then
9: Terminate and return FAIL;
10: else
11: Enlarge \( I_l \) by multiplying a suitable scale factor;
12: end if
13: end while
14: repeat
15: \( (p_l, I_l) \leftarrow P_f((p_l, I_l)) \);  
16: until No big improvement on the last refinement of \( I_l \)
17: \( R \leftarrow R \cup \{(p_l, I_l, X_l)\}; \)
18: \( X_l \leftarrow (p_l(X_l, \delta_i), I_l) \);  
19: end for
20: return \( R \);

**Efficient TM substitutions.** A TM substitution task is to replace the variables \( x_1, \ldots, x_n \) in a given TM \( (p, I) \) by a group of given TMs \( (q_1, I_1), \ldots, (q_n, I_n) \) respectively. In order to reduce the number of multiplications as well as avoid the dependency problem as much as possible, we first transform the polynomial \( p \) into a Horner form and then iteratively replace the variables by the corresponding TMs. The transformation procedure is presented in Algorithm 7 wherein the partial order of variables may be provided by a
heuristic such as the one given in [CK04]. Note that the TMs \((q_1, I_1), \ldots, (q_n, I_n)\) might be multiplied for several times, but it is only necessary to compute interval enclosures for the polynomials \(q_1, \ldots, q_n\) in the first time. Therefore, before computing the substitution, we first scan the Horner form \(h\), and then for \(1 \leq i \leq n\), we compute an interval enclosure \(J_i\) for \(q_i\) such that \(x_i\) is multiplied by a clause for more than one time in \(h\). Those computed intervals can be reused.

\begin{algorithm}
\textbf{Algorithm 7} Function \textit{Horner} of transforming a monomial form polynomial \(p\) into a Horner form
\begin{algorithmic}
\State \textbf{Input:} a polynomial \(p\) in monomial form, a partial order \(<\) on the variables
\State \textbf{Output:} a Horner form \(h\) of \(p\)
\State 1: Set \(X\) as the set of variables in \(p\);
\State 2: Find \(x \in X\) such that \(x < y\) for all \(y \in X \setminus \{x\}\);
\State 3: Transform \(p\) into the form \(q_0 + q_1 \cdot x + \cdots + q_k \cdot x^k\) such that \(q_0, \ldots, q_k\) are polynomials not containing \(x\);
\State 4: \(h \leftarrow \text{Horner}(q_0, <) + x \cdot \text{Horner}(q_1, <) + \cdots + x \cdot \text{Horner}(q_k, <)\); \(\cdots\)
\State 5: \textbf{return} \(h\);
\end{algorithmic}
\end{algorithm}

3.3.3 Fast remainder refinement

An iteration of the remainder refinement requires to compute a TM Picard operation of some order \(k\). Such an operation involves TM substitution and is therefore time-consuming in general. However, as we mentioned before, the order \(k\) TM Picard operator on the solution over-approximation \((p_1, I_1)\) results in a TM \((p'_1, I'_1)\) such that \(p_1 = p'_1\) and \(I'_1 \subseteq I_1\). Then in all refinement iterations, we are dealing with the same polynomial input. It gives us the motivation to find a method that only deals with the remainder intervals.

Since the TM Picard operations \(P_f((p, I))\) and \(P_f((p, J))\) share the same interim interval results which are only related to \(p\), we may keep those interim intervals by a queue in the first refinement iteration, and reuse them in the remaining ones. To do so, we give our method for each operator as follows.

- \textit{Addition}. Since the remainder of the resulting TM is computed only from the remainders of the operands, there is no need to keep any interval.

- \textit{Multiplication}. The multiplication of two TMs \((p_1, I_1)\) and \((p_2, I_2)\) is computed by
\[(p_1, I_1) \cdot (p_2, I_2) = (p_1 \cdot p_2 - p_c, \text{Int}(p_1) \cdot I_2 + I_1 \cdot \text{Int}(p_2) + I_1 \cdot I_2 + \text{Int}(p_c))\]
wherein \(p_c\) consists of the terms of degrees > \(k\) in \(p_1 \cdot p_2\). The interim intervals related to \(p_1, p_2\) are \(\text{Int}(p_1), \text{Int}(p_2)\) and \(\text{Int}(p_c)\), and they can be reused in computing the product of other two TMs \((p_1, J_1), (p_2, J_2)\). Then we keep them in the queue.

- \textit{Non-polynomial terms}. For a non-polynomial term \(\phi(x)\) such that the variable \(x\) ranges in a TM \((p, I)\), we first compute the Taylor expansion \(q(x)\) of \(\phi\) at \(x = \text{Mid}((p, I))\), and then evaluate a safe remainder interval \(J\) for it based on the Lagrange form. We keep all interim intervals that are related to \(p\) and used for computing \(J\) in the queue, and then, they can be reused to compute \(\phi\) over another TM \((p, I')\).
To better understand the method, we give Example 3.3.10.

**Example 3.3.10.** We consider the non-polynomial ODE $\dot{x} = f(x) = \sin(x)$. The order 3 TM

$$(x_0 + x_0 t + 0.5x_0 t^2, [-0.1, 0.1])$$

is an over-approximation of the solution $x(t)$ over the time $[0, 0.02]$ w.r.t. the initial condition $x(0) = x_0$ wherein $x_0 \in [-1, 1]$. The order 3 approximation of $f(x)$ is $p_f(x) = x - \frac{1}{6}x^3$ whose Horner form is given by $x(1 - \frac{1}{6}x^2)$. We present the computation of the first refinement iteration along with the working queue content in Table 3.3. Then, based on the produced queue, we only need to deal with the remainder intervals in the remaining iterations, as the second one given by Table 3.4. Since the operations are handled in the same order, we only need to pick the elements from the queue according to that order. Note that we conservatively round every number to at most 5 decimal places.

In order to see the improvement of our fast remainder refinement method, we present Table 3.5 to give a comparison with the standard method from Berz and Makino. The system in the experiments is the jet engine model. We use a fixed step-size 0.02 in all time steps and compute 100 flowpipes from the initial set $x(0) \in [0.9, 1.1]$ and $y(0) \in [0.9, 1.1]$. All of the Taylor expansions are computed by Approach II. Except the experiments in Table 3.5, the fast remainder refinement method is used in all of the experiments in the thesis.

### 3.3.4 Case studies

In this section, we give two examples of continuous systems and present comparisons between the methods of interval-based integration and TM integration.

**Example 3.3.11 (Lotka-Volterra system).** The 2-dimensional Lotka-Volterra system depicts the populations change of a class of predators (wolves) and a class of preys (rabbits). The growth rate of preys’ population over time is given by $\dot{x} = x(\alpha - \beta y)$ wherein $\alpha, \beta$ are constant parameters and $y$ is the population of predators. It means that the number of preys grows exponentially without predation. The population growth of predators is governed by the differential equation $\dot{y} = -y(\gamma - \delta x)$ wherein $\gamma, \delta$ are constant parameters. We choose the parameters $\alpha = 1.5$, $\beta = 1$, $\gamma = 3$ and $\delta = 1$, then the ODE becomes

$$\begin{cases} \dot{x} = 1.5x - xy \\ \dot{y} = -3y + xy \end{cases}$$

We choose the initial sets of different sizes around the point at $x = 5$, $y = 2$, and perform TM integration as well as the interval-based integration in VNODE-LP respectively on them with similar settings for the time horizon $[0, 4]$. The results are given in Table 3.6 and 3.7. We compare the two integration methods only based on the solution enclosures at the end of the time horizon since the overestimation is eventually accumulated along with time steps. To intuitively compare the accuracies, we additionally over-approximate the TMs by intervals.

Since the classical interval-based integration only deals with ITSs, its performance is much better than that of the TM integration when the initial set is small. It is also
### 3.3. Computing Taylor Model Flowpipes

<table>
<thead>
<tr>
<th>Step</th>
<th>TM computation</th>
<th>Queue content</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>((x_0 + x_0 t, [-0.1, 0.1])) + (\text{Int}(0.5x_0 t^2))</td>
<td>([-0.0002, 0.0002])</td>
</tr>
<tr>
<td></td>
<td>(= (x_0 + x_0 t, [-0.1002, 0.1002]))</td>
<td>tail</td>
</tr>
<tr>
<td>2:</td>
<td>(x_0 + x_0 t, [-0.1002, 0.1002])</td>
<td>same as above</td>
</tr>
<tr>
<td></td>
<td>(x_0^2)</td>
<td>([-1.02, 1.02])</td>
</tr>
<tr>
<td></td>
<td>(\text{Int}(x_0 + x_0 t) \cdot [-0.1002, 0.1002])</td>
<td>([-1.02, 1.02])</td>
</tr>
<tr>
<td></td>
<td>(+ [-0.1002, 0.1002] \cdot \text{Int}(x_0 + x_0 t))</td>
<td>([-1.02, 1.02])</td>
</tr>
<tr>
<td></td>
<td>(+ ([0, 0.01005])</td>
<td>([0, 0.0404])</td>
</tr>
<tr>
<td></td>
<td>(+ [0, 0.0404])</td>
<td>([0, 0.0404])</td>
</tr>
<tr>
<td></td>
<td>(= (x_0^2, [-0.20441, 0.2586]))</td>
<td>tail</td>
</tr>
<tr>
<td>2.3:</td>
<td>((1 - \frac{1}{6}x_0^2, [-0.04248, 0.03407]))</td>
<td>same as above</td>
</tr>
<tr>
<td></td>
<td>((x_0 + x_0 t, [-0.1002, 0.1002])) (\cdot (1 - \frac{1}{6}x_0^2, [-0.04248, 0.03407]))</td>
<td>([-0.0002, 0.0002])</td>
</tr>
<tr>
<td></td>
<td>(= (x_0 + x_0 t, [-1.02, 1.02])) &amp; ([-1.02, 1.02])</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(+ [-0.1002, 0.1002] \cdot \text{Int}(1 - \frac{1}{6}x_0^2)) &amp; ([-0.1002, 0.1002])</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(+ [-0.1002, 0.1002] \cdot [-0.04248, 0.03407]) &amp; ([-0.1002, 0.1002])</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(+ \text{Int}(\frac{1}{6}x_0^2 - \frac{1}{6}x_0 t)) &amp; ([-0.1002, 0.1002])</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(= (x_0 + x_0 t, [-1.02, 1.02])) &amp; ([-0.1002, 0.1002])</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(+ [-0.17, 0.17]) &amp; ([-0.17, 0.17])</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(= (x_0 + x_0 t, [-0.33449, 0.33449])) &amp; tail</td>
<td></td>
</tr>
<tr>
<td>3:</td>
<td>Evaluate a remainder (J) for (x(1 - \frac{1}{J} x)) over (x \in (x_0 + x_0 t, [-0.1002, 0.1002]))</td>
<td>same as above</td>
</tr>
<tr>
<td></td>
<td>(\frac{1}{24} \sin([-1.1202, 1.1202])([-1.1202, 1.1202])^4)</td>
<td>([-0.0002, 0.0002])</td>
</tr>
<tr>
<td></td>
<td>(= \frac{1}{24} \cdot [-0.90019, 0.90019] \cdot [0, 1.57465])</td>
<td>same as above</td>
</tr>
<tr>
<td></td>
<td>(= [-0.05907, 0.05907])</td>
<td>same as above</td>
</tr>
<tr>
<td>4:</td>
<td>Integrate (x(1 - \frac{1}{J} x) + J) (\text{by order 3})</td>
<td>same as above</td>
</tr>
<tr>
<td></td>
<td>(\int_0^x (x_0 + x_0 s, [-0.39356, 0.39356]) ds)</td>
<td>same as above</td>
</tr>
<tr>
<td></td>
<td>(= (x_0 t + 0.5x_0 t^2, [-0.00788, 0.00788]))</td>
<td>same as above</td>
</tr>
</tbody>
</table>

Table 3.3: First refinement iteration of Example 3.3.10
### Table 3.4: Second refinement iteration of Example 3.3.10

<table>
<thead>
<tr>
<th>Step</th>
<th>Interval computation</th>
<th>Queue content</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>compute the remainder interval for the order 2</td>
<td>front</td>
</tr>
<tr>
<td></td>
<td>(x₀ + x₀t + 0.5x₀t², [−0.00788, 0.00788])</td>
<td>[−0.0002, 0.0002]</td>
</tr>
<tr>
<td></td>
<td>= (−, [−0.00808, 0.00808])</td>
<td>[−1.02, 1.02]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0, 0.0404]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[−1.02, 1.02]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.83333, 1.1667]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[−0.17, 0.17]</td>
</tr>
<tr>
<td>2:</td>
<td>replace x by</td>
<td>tail</td>
</tr>
<tr>
<td></td>
<td>(x₀ + x₀t,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[−0.00808, 0.00808])</td>
<td>[−0.00808, 0.00808])²</td>
</tr>
<tr>
<td></td>
<td>in x(1 − ¹⁄₂x²)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0, 0.0404]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[−1.02, 1.02]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.83333, 1.1667]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[−0.17, 0.17]</td>
</tr>
<tr>
<td>2.1:</td>
<td>compute a remainder interval for x²</td>
<td>front</td>
</tr>
<tr>
<td></td>
<td>(−, [−0.00808, 0.00808])²</td>
<td>[−0.0002, 0.0002]</td>
</tr>
<tr>
<td></td>
<td>= (−,</td>
<td>[−1.02, 1.02]</td>
</tr>
<tr>
<td></td>
<td>[−0.00808, 0.00808])²</td>
<td>[0, 0.0404]</td>
</tr>
<tr>
<td></td>
<td>+ [−0.00808, 0.00808] · [−1.02, 1.02]</td>
<td>[−1.02, 1.02]</td>
</tr>
<tr>
<td></td>
<td>+ [0.00007]</td>
<td>[0.83333, 1.1667]</td>
</tr>
<tr>
<td></td>
<td>+ [0.00404])</td>
<td>[−0.17, 0.17]</td>
</tr>
<tr>
<td></td>
<td>= (−, [−0.01649, 0.05696])</td>
<td>tail</td>
</tr>
<tr>
<td>2.2:</td>
<td>compute a remainder interval for (1 − ¹⁄₂x²)</td>
<td>front</td>
</tr>
<tr>
<td></td>
<td>(−, [−0.00950, 0.00275])</td>
<td>[−0.0002, 0.0002]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[−1.02, 1.02]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0, 0.0404]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[−1.02, 1.02]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.83333, 1.1667]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[−0.17, 0.17]</td>
</tr>
<tr>
<td>2.3:</td>
<td>compute a remainder interval for x(1 − ¹⁄₂x²)</td>
<td>front</td>
</tr>
<tr>
<td></td>
<td>(−, [−0.00808, 0.00808])</td>
<td>[−0.0002, 0.0002]</td>
</tr>
<tr>
<td></td>
<td>· (−, [−0.00950, 0.00275])</td>
<td>[−1.02, 1.02]</td>
</tr>
<tr>
<td></td>
<td>= (−,</td>
<td>[−1.02, 1.02]</td>
</tr>
<tr>
<td></td>
<td>[−0.00808, 0.00808] · [−0.00950, 0.00275]</td>
<td>[0, 0.0404]</td>
</tr>
<tr>
<td></td>
<td>+ [−0.00808, 0.00808] ·</td>
<td>[−1.02, 1.02]</td>
</tr>
<tr>
<td></td>
<td>+ [0.83333, 1.1667]</td>
<td>[0.83333, 1.1667]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[−0.17, 0.17]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tail</td>
</tr>
<tr>
<td>3:</td>
<td>Evaluate a remainder interval J for</td>
<td>front</td>
</tr>
<tr>
<td></td>
<td>x(1 − ¹⁄₂x) over</td>
<td>[−0.17, 0.17]</td>
</tr>
<tr>
<td></td>
<td>x ∈ (−, [−0.00808, 0.00808])</td>
<td>tail</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4:</td>
<td>Integrate the remainder interval</td>
<td>front</td>
</tr>
<tr>
<td></td>
<td>∫₀¹ (−, [−0.22906, 0.22906])ds</td>
<td>[0, 0.0459]</td>
</tr>
<tr>
<td></td>
<td>= (−, [−0.00459, 0.00459])</td>
<td>tail</td>
</tr>
</tbody>
</table>

### Table 3.5: Comparison of remainder refinement methods based on the jet engine model

<table>
<thead>
<tr>
<th>TM order</th>
<th>Standard method</th>
<th>Our method</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>9.2</td>
<td>2.3</td>
</tr>
<tr>
<td>8</td>
<td>65.7</td>
<td>19.4</td>
</tr>
<tr>
<td>11</td>
<td>312.6</td>
<td>47.3</td>
</tr>
</tbody>
</table>
3.3. COMPUTING TAYLOR MODEL FLOWPIPES

<table>
<thead>
<tr>
<th>Initial set</th>
<th>Step-size</th>
<th>TM order</th>
<th>Time (s)</th>
<th>Enclosure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x(0) \in [5, 5]$</td>
<td>auto</td>
<td>5</td>
<td>&lt; 1</td>
<td>$x(4) \in 1.6499500348520390, 2.0809876888, 1.9672607341964982, 2.2127149834564204$</td>
</tr>
<tr>
<td>$y(0) \in [2, 2]$</td>
<td>auto</td>
<td>5</td>
<td>&lt; 1</td>
<td>$y(4) \in 1.6499500348520390, 2.0809876888, 1.9672607341964982, 2.2127149834564204$</td>
</tr>
<tr>
<td>$x(0) \in [4, 9, 9, 9, 9]$</td>
<td>auto</td>
<td>5</td>
<td>&lt; 1</td>
<td>$x(4) \in 1.6499500348520390, 2.0809876888, 1.9672607341964982, 2.2127149834564204$</td>
</tr>
<tr>
<td>$y(0) \in [2, 2, 2, 2, 2]$</td>
<td>auto</td>
<td>5</td>
<td>&lt; 1</td>
<td>$y(4) \in 1.6499500348520390, 2.0809876888, 1.9672607341964982, 2.2127149834564204$</td>
</tr>
</tbody>
</table>

Table 3.6: Interval-based integration in VNODE-LP on the Lotka-Volterra system

<table>
<thead>
<tr>
<th>Initial set</th>
<th>Step-size</th>
<th>TM order</th>
<th>Time (s)</th>
<th>Enclosure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x(0) \in [5, 5]$</td>
<td>0.01</td>
<td>5</td>
<td>3.2</td>
<td>$x(4) \in 1.6499500348520390, 2.0809876888, 1.9672607341964982, 2.2127149834564204$</td>
</tr>
<tr>
<td>$y(0) \in [2, 2]$</td>
<td>0.01</td>
<td>5</td>
<td>8.9</td>
<td>$y(4) \in 1.6499500348520390, 2.0809876888, 1.9672607341964982, 2.2127149834564204$</td>
</tr>
<tr>
<td>$x(0) \in [4, 9, 9, 9, 9]$</td>
<td>0.01</td>
<td>5</td>
<td>8.9</td>
<td>$x(4) \in 1.6499500348520390, 2.0809876888, 1.9672607341964982, 2.2127149834564204$</td>
</tr>
<tr>
<td>$y(0) \in [2, 2, 2, 2, 2]$</td>
<td>0.01</td>
<td>5</td>
<td>8.9</td>
<td>$y(4) \in 1.6499500348520390, 2.0809876888, 1.9672607341964982, 2.2127149834564204$</td>
</tr>
</tbody>
</table>

Table 3.7: TM integration on the Lotka-Volterra system

It is no surprise to see that TM integration has a better accuracy when the initial set is not singleton, and such an advantage becomes more apparent when the size of the initial set is growing. For the singleton initial set $x(0) = 5$, $y(0) = 2$, the TM integration method even returns a worse over-approximation than the interval-based one. The reason could be that we symbolically represent the initial state by $(x_0, y_0)$ in the TMs which is unnecessary and might cause additional running time and overestimation.

Example 3.3.12 (Spring-pendulum). The planar spring-pendulum described in [Mei07] is illustrated by Figure 3.10. It consists of a solid ball of mass $m$ and a spring of natural length $L$ and spring constant $k$. We study the evolutions of the length $r$ of the spring and the angle $\theta$ between the spring and the vertical. They are modeled by the following ODE

\[
\begin{aligned}
    m \cdot \ddot{r} &= m \cdot r \cdot \dot{\theta}^2 + m \cdot g \cdot \cos(\theta) - k \cdot (r - L) \\
    r^2 \cdot \dot{\theta} &= -2 \cdot r \cdot \dot{r} \cdot \dot{\theta} - g \cdot r \cdot \sin(\theta)
\end{aligned}
\]

which can be equivalently reformulated as the following 4-dimensional first-order ODE

\[
\begin{aligned}
    \dot{r} &= v_r \\
    \dot{\theta} &= v_\theta \\
    \dot{v}_r &= r \cdot v_\theta^2 + g \cdot \cos(\theta) - k \cdot (r - L) \\
    \dot{v}_\theta &= \frac{(2 \cdot v_r v_\theta + g \cdot \sin(\theta))}{r}
\end{aligned}
\]

We set the constant parameters $k = 2$, $L = 1$, $g = 9.8$ and do the comparisons on the initial sets of different sizes around the point

\[
\begin{aligned}
    r(0) &= 1.2, \quad \theta(0) = 0.5, \quad v_r(0) = 0, \quad v_\theta(0) = 0
\end{aligned}
\]

The results are listed in Table 3.8 and 3.9.

Accuracy improvement. The hardness of an integration task is very sensitive to the size of the initial set. That is, the larger the initial set, the harder the integration task. As shown by the above experiments, interval-based integration is more likely than TM integration to suffer from this problem. The reason is that interval arithmetic is more sensitive to the dependency problem than TM arithmetic. Although one may simply raise the approximation orders or reduce the time step-sizes to improve the overall accuracy,
CHAPTER 3. TAYLOR MODEL FLOWPIPES FOR CONTINUOUS SYSTEMS

Figure 3.9: Interval enclosures of the TM flowpipes for the Lotka-Volterra system. They are computed from the initial set $x(0) \in [4.9, 5.1]$, $y(0) \in [1.9, 2.1]$ for the time horizon $[0, 4]$.

<table>
<thead>
<tr>
<th>Initial set</th>
<th>Step-size</th>
<th>ITS order</th>
<th>Time (s)</th>
<th>Enclosure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r(0) \in [1.2, 1.2]$</td>
<td>auto</td>
<td>6</td>
<td>&lt; 1</td>
<td>$r(10) \in {5.800903374042804, 1.923174}$</td>
</tr>
<tr>
<td>$\theta(0) \in [0.5, 0.5]$</td>
<td></td>
<td></td>
<td></td>
<td>$\theta(10) \in {0.084099910, 0.4239}$</td>
</tr>
<tr>
<td>$v_r(0) \in [0, 0]$</td>
<td></td>
<td></td>
<td></td>
<td>$v_r(10) \in {0.827230580, 1.105342, 286352}$</td>
</tr>
<tr>
<td>$v_\theta(0) \in [0, 0]$</td>
<td></td>
<td></td>
<td></td>
<td>$v_\theta(10) \in {-0.025309163, 0.83425}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Initial set</th>
<th>Step-size</th>
<th>ITS order</th>
<th>Time (s)</th>
<th>Enclosure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r(0) \in [1.19, 1.21]$</td>
<td>auto</td>
<td>6</td>
<td>&lt; 1</td>
<td>$r(5) \in {2.448940313816, 2.587990260760}$</td>
</tr>
<tr>
<td>$\theta(0) \in [0.49, 0.51]$</td>
<td></td>
<td></td>
<td></td>
<td>$\theta(5) \in [0.228230369148, 0.6295932884]2$</td>
</tr>
<tr>
<td>$v_r(0) \in [-0.01, 0.01]$</td>
<td></td>
<td></td>
<td></td>
<td>$v_r(5) \in {4.609180931271, 4.758260582747}$</td>
</tr>
<tr>
<td>$v_\theta(0) \in [-0.01, 0.01]$</td>
<td></td>
<td></td>
<td></td>
<td>$v_\theta(5) \in {-0.3701926208511, -0.2471714144274}$</td>
</tr>
</tbody>
</table>

Table 3.8: Interval-based integration in VNODE-LP on the spring pendulum model

such improvements are always very limited due to round-off errors and the approximation methods in use. As we show in Table 3.6 and 3.8, interval-based method fails on the large initial sets even with the maximum order allowed in VNODE-LP. Then, as we pointed out in Chapter 2, a better accuracy can be obtained by perform a subdivision on the initial set, since most of the interval extensions in an integration task can be made inclusion isotonic and Lipschitz. However, the number of subdivisions grows exponentially with respect to the number of variables. Fortunately, by using TMs with proper selected orders, we can often avoid splitting an initial set but still obtain a good accuracy. As an example, we compute a 10-uniform subdivision of the following initial set for the spring pendulum model

$$r(0) \in [1, 1.6], \quad \theta(0) = [0.4, 1], \quad v_r(0) = [-0.3, 0.3], \quad v_\theta(0) = [-0.3, 0.3]$$

and perform the interval-based integration implemented in VNODE-LP with ITS order 6. By collecting the computed intervals, we have the following interval enclosure for the
Figure 3.10: Spring-pendulum of Example 3.3.12

<table>
<thead>
<tr>
<th>Initial set</th>
<th>Step-size</th>
<th>TM order</th>
<th>Time (s)</th>
<th>Enclosure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r(0)$ $\in [1.2, 1.2]$</td>
<td>0.01</td>
<td>6</td>
<td>145.9</td>
<td></td>
</tr>
<tr>
<td>$\theta(0)$ $\in [0.5, 0.5]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_r(0)$ $\in [0, 0]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_\theta(0)$ $\in [0, 0]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r(10)$ $\in [5.798127642269, 5.81959832464]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta(10)$ $\in [0.775875325268, 0.95063328946]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_r(10)$ $\in [6.079928278833, 6.846514837222]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_\theta(10)$ $\in [-0.03422404444, -0.02457322666]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.9: TM integration on the spring pendulum model

solution at time 1

- $r(1) \in [2.5481678021852265, 5.5600537403117008]$  
- $\theta(1) \in [-0.3107606461333349, 0.6708186109998349]$  
- $v_r(1) \in [3.393903875648236, 10.795272014560970]$  
- $v_\theta(1) \in [-3.050683495544365, 2.615713953117295]$  

which is comparable to the result of TM integration shown in Table 3.9 but the time cost is as high as 1218 seconds.

### 3.4 Adaptive techniques

In this section, we seek to improve the time cost of TM integration by allowing minor loss in accuracy. To do so, we consider to adaptively change the step-sizes or the TM orders in a TM integration task while the specified accuracy is still fulfilled. For interval-based integration, such ideas have been proposed and implemented in the tool VNODE as well as its successor VNODE-LP (see [Ned99, Ned11]). For TM integration, the tool COSY [MB06] from Berz et al. also supports varying step-sizes to improve the integration performance. Here, we present the methods which are different from the others.

Obviously, the running time of an integration task can be shortened by using larger step-sizes or lower TM orders, however those parameters can not be changed at will, since it may easily lead to an explosion of overestimation. Since the accuracy of a TM integration task is mainly reflected by the sizes of the flowpipe remainder intervals, we
Figure 3.11: Interval enclosures of the TM flowpipes for the spring pendulum example. They are computed from the initial set \( r(0) = 1.2, \theta(0) = 0.5, v_r(0) = 0, v_\theta(0) = 0 \) for the time horizon \([0, 20]\).

may specify a maximum interval threshold \( I_{\text{max}} \) and slightly enlarge the step-size or lower the TM order while there is still a safe remainder interval contained in \( I_{\text{max}} \). When the system is multi-dimensional, the components of \( I_{\text{max}} \) are also allowed to have different sizes.

Our adaptive step-sizing scheme is presented by Algorithm 8. The step-size changes in a user-specified range \([\alpha, \beta]\) such that it is enlarged in every step by multiplying a scalar \( \lambda_\uparrow \) onto it if the interval threshold \( I_{\text{max}} \) is not breached, otherwise, it is reduced by being multiplied by \( \lambda_\downarrow \). If a step-size smaller than \( \alpha \) is computed, then the integration task terminates and returns FAIL. In our implementation, the scalars are simply selected as \( \lambda_\uparrow = 1.1 \) and \( \lambda_\downarrow = 0.5 \).

The TM integration using adaptive orders can be done similarly. It is given by Algorithm 9. In every integration step, the TM order is increased by 1 if the remainder interval \( I_{\text{max}} \) is not breached, otherwise we lower it also by 1 to verify \( I_{\text{max}} \) again. If no proper TM order in the given range is found, then the integration job fails.

For a multi-dimensional system, a component of the TM \((p_l, I_l)\) in the above algorithms represents an over-approximation of the solution in a dimension. However, for a complex system, different state variables often grow at varying rates and some of them might even be not correlated. Therefore it is clumsy to change the orders of the components uniformly. For instance, state variables that represent timers can be specified to have order 1 TMs whereas fast varying variables can be represented by higher-order TMs at the same time. Our independent adaptive order scheme is given as follows. We first concentrate on the dimensions in which the corresponding interval threshold in \( I_{\text{max}} \) is breached. The orders of those components are increased by 1. If the technique fails to
Algorithm 8 TM integration by using adaptive step-sizes

Input: an ODE $\dot{x} = f(x, t)$, a TM initial set $X_0$, a time horizon $[0, \Delta]$, the range $[\alpha, \beta]$ for a step-size, a positive integer $k$ for the TM order, an interval threshold $I_{\text{max}}$

Output: an over-approximation $R$ for the reachable set from $X_0$ in time $[0, \Delta]$

1: $R \leftarrow \emptyset$
2: $t \leftarrow 0$
3: $X_l \leftarrow X_0$
4: $\delta \leftarrow \beta$
5: while $t \leq \Delta$ do
6:   Compute the preconditioning parameters $\overline{c}_l$ and $A_l$
7:   Derive an order $k$ Taylor polynomial $p_l$ according to the parameters;
8:   if $\delta < \beta$ then
9:     $\delta \leftarrow \min\{\lambda_\uparrow \cdot \delta, \beta\}$;  # slightly enlarge the step-size
10: end if
11: while $I_{\text{max}}$ is not a safe remainder interval for $p_l$ over the time $[0, \delta]$ do
12:     $\delta \leftarrow \lambda_\downarrow \cdot \delta$;  # slightly reduce the step-size
13:     if $\delta < \alpha$ then
14:         Terminate and return FAIL;  # step-size is out of the range
15:     end if
16: end while
17: $I_l \leftarrow I_{\text{max}}$
18: repeat
19:     $(p_l, I_l) \leftarrow \mathcal{P}_f((p_l, I_l))$;  # by order $k$ TM arithmetic
20: until No big improvement on the last refinement of $I_l$
21: $R \leftarrow R \cup \{(p_l, I_l, X_l)\}$
22: $X_l \leftarrow (p_l(X_l, \delta), I_l)$;
23: $t \leftarrow t + \delta$;  # by order $k$ TM arithmetic
24: end while
25: return $R$;
Algorithm 9 TM integration by using adaptive TM orders

**Input:** an ODE \( \dot{x} = f(x, t) \), a TM initial set \( X_0 \), a time horizon \([0, \Delta]\), a step-size \( \delta \), a range \( a \sim b \) for the TM orders, an interval threshold \( I_{\text{max}} \)

**Output:** an over-approximation \( R \) for the reachable set from \( X_0 \) in time \([0, \Delta]\)

```plaintext
1: \( R \leftarrow \emptyset \);
2: \( N \leftarrow \lceil \Delta / \delta \rceil \);
3: \( X_l \leftarrow X_0 \);
4: \( k \leftarrow a \); # specify the lowest order
5: for all \( i = 1, \ldots, N \) do
6:     Compute the preconditioning parameters \( \vec{c}_l \) and \( A_l \);
7:     if \( k > a \) then
8:         \( k \leftarrow k - 1 \); # decrease the order by 1
9:     end if
10:    Derive an order \( k \) Taylor polynomial \( p_l \) according to the parameters;
11:    while \( I_{\text{max}} \) is not a safe remainder interval for \( p_l \) do
12:        \( k \leftarrow k + 1 \); # increase the order by 1
13:        if \( k > b \) then
14:            Terminate and return FAIL; # order is out of the range
15:        else
16:            Increase the order of \( p_l \) to \( k \) using Picard operator;
17:        end if
18:    end while
19:    \( I_l \leftarrow I_{\text{max}} \);
20: repeat
21:    \((p_l, I_l) \leftarrow \mathcal{P}_f((p_l, I_l)); \) # by order \( k \) TM arithmetic
22: until No big improvement on the last refinement of \( I_l \)
23: \( R \leftarrow R \cup \{(p_l(X_l, \delta), I_l)\}; \) # by order \( k \) TM arithmetic
24: \( X_l \leftarrow (p_l(X_l, \delta), I_l) \);
25: end for
26: return \( R \);
```
3.4. ADAPTIVE TECHNIQUES

<table>
<thead>
<tr>
<th>Test</th>
<th>Step-size</th>
<th>TM order</th>
<th>Time (s)</th>
<th>Solution enclosure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.03</td>
<td>5</td>
<td>15.9</td>
<td>$X(15) \in [0.987576012185, 0.997127811231]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$Y(15) \in [1.4792304899975, 1.492068486468]$</td>
</tr>
<tr>
<td>2</td>
<td>[0.01, 0.2]</td>
<td>5</td>
<td>4.7</td>
<td>$X(15) \in [0.986712147280, 1.478023448254]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$Y(15) \in [1.4792304899975, 1.492068486468]$</td>
</tr>
<tr>
<td>3</td>
<td>0.03</td>
<td>$3 \sim 5$</td>
<td>5.4</td>
<td>$X(15) \in [0.983703965994, 1.47059852987]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$Y(15) \in [1.4792304899975, 1.492068486468]$</td>
</tr>
<tr>
<td>4</td>
<td>0.03</td>
<td>$X: 3 \sim 5$</td>
<td>5.1</td>
<td>$X(15) \in [0.983703965994, 1.47059852987]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$Y(15) \in [1.4792304899975, 1.492068486468]$</td>
</tr>
</tbody>
</table>

Table 3.10: Flowpipe construction for Brusselator using different settings

To verify the safety of $I_{\text{max}}$, the orders of all remaining components are increased by 1 as well, since those state variables might be correlated. This process continues until the upper order limit is breached. We present the whole scheme by Algorithm 10. In our implementation, the independent order increment is only performed by one time but it does not have to be.

In the rest of the section, we give several examples to show the advantages of the adaptive techniques.

**Example 3.4.1 (Brusselator).** A type of autocatalytic reaction can be modeled by Brusselator which is characterized by the reactions

\[
\begin{align*}
A & \rightarrow X \\
2X + Y & \rightarrow 3X \\
B + X & \rightarrow Y + D \\
X & \rightarrow E
\end{align*}
\]

When $A$, $B$ are considered as constants, we have the following rate equations for $X$ and $Y$.

\[
\begin{align*}
\dot{X} &= A + X^2 \cdot Y - B \cdot X - X \\
\dot{Y} &= B \cdot X - X^2 \cdot Y
\end{align*}
\]

We set $A = 1$ and $B = 1.5$. Given the initial set $X(0) \in [0.8, 1]$, $Y(0) \in [0, 0.2]$. We present the results of computing the flowpipes for the time horizon $[0, 15]$ by different schemes in Table 3.10. We use the interval threshold $I_{\text{max}} = [-10^{-5}, 10^{-5}]^2$ in all of the tests. In order to intuitively compare the accuracies, we give the interval enclosures of the TMs. In Test 1, we use a fixed step-size and a fixed uniform TM order. Not surprisingly, it consumes the greatest amount of time among all tests whereas the accuracy is the best.

We use the adaptive step-size ranging in $[0.01, 0.2]$ in Test 2, the accuracy is comparable to that of Test 1 but the time cost is much less. We illustrate the step-size change during the computation in Figure 3.12. The results of using adaptive orders are given by Test 3 and 4. In the first one, we apply the scheme to uniformly change the TM orders in all dimensions. The order change is presented in Figure 3.13. Then in the second test, we allow the TM orders to change independently in different dimensions. The changes of the TM orders in the dimension $X$ and $Y$ are given in Figure 3.14. The loss of accuracy in either of the tests is also not big.

For this example, the adaptive step-sizing technique has an advantage in efficiency over the other schemes, nevertheless, one may later see that it is not always the case.
Algorithm 10 TM integration by using independent adaptive TM orders

**Input:** an $n$-dimensional ODE $\dot{\vec{x}} = f(\vec{x}, t)$, a TM initial set $X_0$, a time horizon $[0, \Delta]$, a step-size $\delta$, the ranges $a_1 \sim b_1, \ldots, a_n \sim b_n$ for the TM orders, an interval threshold $I_{\text{max}}$

**Output:** an over-approximation $\mathcal{R}$ for the reachable set from $X_0$ in time $[0, \Delta]$

1: $\mathcal{R} \leftarrow \emptyset$;
2: $N \leftarrow \lceil \frac{\Delta}{\delta} \rceil$;
3: $X_1 \leftarrow X_0$;
4: for all $j = 1, \ldots, n$ do
5:   $k_j \leftarrow a_j$; # specify the lowest orders
6: end for
7: for all $i = 1, \ldots, N$ do
8:   Compute the preconditioning parameters $\vec{c}_l$ and $A_l$;
9:   for all $j = 1, \ldots, n$ do
10:      if $k_j > a_j$ then
11:         $k_j \leftarrow k_j - 1$;
12:      end if
13: end for
14: Derive a Taylor polynomial $p_l$ according to the parameters such that for $1 \leq j \leq n$ the $j$-th component of $p_l$ is of order $k_j$;
15: while $I_{\text{max}}$ is not a safe remainder interval for $p_l$ do
16:   for all $j = 1, \ldots, n$ do
17:      if $k_j < b_j$ then
18:         Increase $k_j$ by 1 if $I_{\text{max}}[j]$ is breached;
19:         Increase the order of $p_l[j]$ to $k_j$ using Picard operator;
20:      end if
21:   end for
22:   if $I_{\text{max}}$ is not safe for $p_l$ then
23:      for all $k_j$ which is not increased in the previous step do
24:         Increase the order $k_j$ by 1 if $k_j < b_j$;
25:         Increase the order of $p_l[j]$ to $k_j$ using Picard operator;
26:      end for
27:   end if
28:   if no $k_j$ is increased in the current iteration then
29:      Terminate and return FAIL;
30:   end if
31: end while
32: $I_l \leftarrow I_{\text{max}}$;
33: repeat
34:   $(p_l, I_l) \leftarrow \mathcal{P}_f((p_l, I_l))$; # by TM arithmetic
35: until No big improvement on the last refinement of $I_l$
36: $\mathcal{R} \leftarrow \mathcal{R} \cup \{(p_l, I_l), X_l\}$;
37: $X_l \leftarrow (p_l(X_l, \delta), I_l$); # by TM arithmetic
38: end for
39: return $\mathcal{R}$;
3.4. ADAPTIVE TECHNIQUES

Figure 3.12: Change of the step-size in Test 2 on Brusselator

Figure 3.13: Change of the TM order in Test 3 on Brusselator

Figure 3.14: Change of the TM orders in Test 4 on Brusselator. Change of the order in the dimension $X$ (left). Change of the order in the dimension $Y$ (right).
**Example 3.4.2** (Lorentz system). The Lorentz system is a simplified model which is developed by Edward Lorenz for atmospheric convection (see [Lor63]). It is described by a 3-dimensional ODE

\[
\begin{align*}
\dot{x} &= \sigma \cdot (y - x) \\
\dot{y} &= x \cdot (\rho - z) - y \\
\dot{z} &= x \cdot y - \beta \cdot z
\end{align*}
\]

with the typical parameter values \( \sigma = 10, \rho = \frac{8}{3}, \beta = 28 \). Since it is a chaotic system, we study the short-term behaviors from the following small set of initial states

\[
\begin{align*}
x(0) &\in [14.999, 15.001], \\
y(0) &\in [14.999, 15.001], \\
z(0) &\in [35.999, 36.001]
\end{align*}
\]

This time, we set the interval threshold as \( I_{\text{max}} = [-10^{-8}, 10^{-8}]^3 \). The computation results are given in Table 3.11. Similar to the previous example, we also illustrate the change of step-sizes and TM orders by Figure 3.15 to 3.17. Here, the independent adaptive order technique has the best performance. To visualize the TM flowpipes clearly, we plot a grid paving of them in Figure 3.18.
3.4. ADAPTIVE TECHNIQUES

(a) Change of the order in the dimension $x$

(b) Change of the order in the dimension $y$

(c) Change of the order in the dimension $z$

Figure 3.17: Change of the TM orders during the computation of Test 4 on Lorentz system

Figure 3.18: Grid pavings of the TM flowpipes computed in Test 1 on Lorentz system. Projection on the $x$-$y$ plane (left). Projection on the $y$-$z$ plane (right).
Example 3.4.3 (Rossler attractor). We consider the chaotic attractor studied by Otto Rossler in [Röss76, Röss79]. It is characterized by the following ODE
\[
\begin{align*}
\dot{x} &= -y - z \\
\dot{y} &= x + a \cdot y \\
\dot{z} &= b + z \cdot (x - c)
\end{align*}
\]
with the parameter values \(a = 0.2, b = 0.2\) and \(c = 5.7\). We perform the TM integration with different computational schemes from the initial set
\[
x(0) \in [-0.2, 0.2], \ y(0) \in [-8.6, -8.2], \ z(0) \in [-0.2, 0.2]
\]
The interval threshold is set by \(I_{\text{max}} = [-10^{-4}, 10^{-4}]^3\). Again, we do four tests according to different integration schemes, the results are given by Table 3.12. In Figure 3.19 to 3.21 we also present the changes of the step-sizes and orders in those tests.

From the above experiments one may find that a great improvement in performance can be obtained by properly setting the adaptive parameters. We should also point out that the independent adaptive order method may perform worse than the uniform one when the state variables are highly correlated, since in that case it is often necessary to increase the order in different dimensions together to ensure the safety of \(I_{\text{max}}\).
3.5. TIME-VARYING UNCERTAINTIES

Up to now, all continuous systems considered by us have only deterministic behavior, since the modeling ODEs are assumed to have unique solutions. In this section, we allow an ODE to have some parameters which change continuously along the time in interval ranges but with unknown rates. Those parameters are also called time-varying uncertainties. Such ODEs are very useful in modeling the systems with uncertain disturbances or inputs whose time derivatives often can not be given explicitly. In this section, we present a method to compute TM flowpipes for the ODEs with time-varying uncertainties.

An ODE with \( m \) time-varying uncertainties \( \bar{u}(t) \) can be given in the form of

\[
\dot{x} = f(\bar{x}, t, \bar{u}(t))
\]

such that \( \bar{u}(t) \in C^0(\mathbb{R}) \) and for all \( t \geq 0 \), \( \bar{u}(t) \in \mathcal{U} \) for some \( \mathcal{U} \in \mathbb{R}^m \).

Then the IVP on an ODE with time-varying uncertainties becomes

\[
\begin{cases}
\dot{x} = f(\bar{x}, t, \bar{u}(t)) \\
x(0) = \bar{x}_0
\end{cases}
\]

To give an enclosure of the exact solutions, we need to consider all possibilities of \( \bar{u} \) in the integration task.
The integration of the ODEs with uncertainties has been studied elsewhere \[SB06, LS07\] whereas either the solutions are not validated, i.e., they are not over-approximations, or the uncertainties are assumed to be time-invariant. In \[LS07\], Lin and Stadtherr describe a method to replace those uncertain parameters by their interval enclosures in an integration job. The results are guaranteed to be over-approximations nevertheless the parameters should be time-invariant. We extend their method to take uncertainties in TM integration framework, we prove that the result generated by our method is always an over-approximation of the solutions of the given ODE with time-varying uncertainties.

Given \( \dot{\mathbf{x}} = f(\mathbf{x}, t, \mathbf{u}(t)) \) with \( \mathbf{u} \in \mathcal{U} \) for some \( \mathcal{U} \in \mathbb{R}^m \), we assume that \( f(\mathbf{x}, t, \mathbf{u}(t)) \) is locally Lipschitz continuous w.r.t. \( \mathbf{x} \) and continuous w.r.t. \( t \). To compute the TM flowpipes over a bounded time horizon, we use the same integration step as that presented in Section \[3.3\] except that

(a) we allow polynomials to have interval coefficients, and

(b) the parameters \( \mathbf{u} \) in every operation is replaced by their interval enclosures \( \mathcal{U} \). That is, we consider \( f(\mathbf{x}, t, \mathcal{U}) \) instead of \( f(\mathbf{x}, t, \mathbf{u}(t)) \) in TM integration.

**Theorem 3.5.1.** Given an ODE \( \dot{\mathbf{x}} = f(\mathbf{x}, t, \mathbf{u}(t)) \) such that \( \mathbf{u}(t) \) are time-varying uncertainties bounded by some interval \( \mathcal{U} \). If \( f(\mathbf{x}, t, \mathbf{u}(t)) \) is locally Lipschitz continuous w.r.t. \( \mathbf{x} \) and continuous w.r.t. \( t \), then a TM flowpipe computed by our method in a time step is an over-approximation of all solutions.

**Proof.** We only need to prove the conservativeness of the remainder evaluation. Assume that we have an estimation \( I_l \) such that the TM \( (p_l(x_l, t), I_l) \) is an estimation of the solution set from \( x_l \in X_l \) in the time interval \([0, \delta]\). We prove that if the following Picard operator

\[
\mathbb{P}_f(g)(\bar{x}_l, t) = \bar{x}_l + \int_0^t f(g(\bar{x}_l, s), s, u(s))ds
\]

contracts on \((p_l, I_l)\) for all \( u \in \mathcal{U} \) then the TM is an over-approximation of all solutions. Since \( f(\bar{x}, t, \mathbf{u}(t)) \) is locally Lipschitz continuous w.r.t. \( \bar{x} \) and continuous w.r.t. \( t \), for any \( \mathbf{u}(t) \), if a solution \( \bar{x}(\bar{x}_l, t) \) of \( \dot{\mathbf{x}} = f(\mathbf{x}, t, \mathbf{u}(t)) \) exists then it is unique and is a fixed point of the Picard operator, i.e.,

\[
\bar{x}(\bar{x}_l, t) = \bar{x}_l + \int_0^t f(\bar{x}(\bar{x}_l, s), s, u(s))ds.
\]

Since the Picard operator defines a continuous mapping, by Schauder fixed point theorem, if it maps \((p_l, I_l)\) to a subset of it for some \( \mathbf{u}(t) \), then the unique solution w.r.t. \( \mathbf{u}(t) \) is included by the TM. Thereby, if it maps \((p_l, I_l)\) to a subset of it for all \( \mathbf{u}(t) \in \mathcal{U} \) then all solutions are included by \((p_l, I_l)\).

To verify the contractiveness of the Picard operator on \((p_l, I_l)\), we use TM arithmetic to evaluate

\[
\mathbb{P}_f((p_l, I_l))(\bar{x}_l, t) = \bar{x}_l + \int_0^t f((p_l(\bar{x}_l, s), I_l), s, \mathcal{U})ds
\]

If \( \mathbb{P}_f((p_l, I_l)) \) generates a subset of \((p_l, I_l)\) then all solutions from \( X_l \) in the time interval \([0, \delta]\) are contained in \((p_l, I_l)\). \(\square\)
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However, it is not easy to measure or control the overestimation in a TM when its polynomial part has non-degenerate interval coefficients. Therefore, we further over-approximate such a TM by another one whose polynomial part has only degenerate coefficients. For example, given a TM

\[( I_0 + I_1 \cdot \psi_1(\vec{x}) + \cdots + I_k \cdot \psi_k(\vec{x}) , I )\]

wherein \( \psi_1(\vec{x}), \ldots, \psi_k(\vec{x}) \) are the monomials and \( I_0, \ldots, I_k \) are the interval coefficients. We over-approximate it by the following TM

\[
\left( \text{Mid}(I_0) + \text{Mid}(I_1) \cdot \psi_1(\vec{x}) + \cdots + \text{Mid}(I_k) \cdot \psi_k(\vec{x}) , \\
I + \text{Int}(I_0 - \{\text{Mid}(I_0)\} + (I_1 - \{\text{Mid}(I_1)\}) \cdot \psi_1(\vec{x}) + \cdots + (I_k - \{\text{Mid}(I_k)\}) \cdot \psi_k(\vec{x}) ) \right)
\]

To achieve better approximation quality, it is also possible to treat the uncertainties by a new set of variables in part of the computation. However, we have to deal with the multivariate polynomials with more variables.

Example 3.5.2. We introduce time-varying disturbances to the jet engine model, the ODE becomes

\[
\begin{align*}
\dot{x} &= -y - 1.5x^2 - 0.5x^3 - 0.5 + u_1 \\
\dot{y} &= 3x - y + u_2
\end{align*}
\]

wherein \( u_1, u_2 \) are the parameters for the disturbances, and we assume that \( u_1, u_2 \in [-0.005, 0.005] \). We illustrate the TM flowpipes with as well as without the disturbances in Figure 3.22.
Example 3.5.3 (PI controller with disturbance). Figure 3.23 shows the basic structure of a PI controller with a disturbance \( u(t) \). The controller attempts to minimize the difference between the system output \( x(t) \) and a desired constant value \( a \). The proportion term \( P \) generates an output value that is proportional to the current difference, and the integral term \( I \) produces an output value which is the accumulation of the past differences since the system starting time. In practice, a PI controller is often disturbed by the working environment, we then introduce such a disturbance \( u(t) \). Hence the system input \( y(t) \) is governed by

\[
y(t) = K_p \cdot (a - x(t)) + K_i \cdot \int_0^t (a - x(s))ds + u(t)
\]

As an example, we consider a cruise control system of a car which is similar to the one described in [AM11]. The velocity \( v \) of the car is governed by the differential equation

\[
\dot{v} = -0.101 \cdot (v - v_e) + 1.3203 \cdot (x - x_e) - 0.01v^2
\]

wherein \( x \) is the control input from the engine, \( v_e \) is the desired velocity, \( x_e \) is the desired input value and the term \( 0.01 \cdot v^2 \) represents the friction. The cruise controller performs the PI control

\[
x(t) = K_p \cdot (v_e - v(t)) + K_i \cdot \int_0^t (v_e - v(s))ds + u(t)
\]

wherein we set \( v_e = 20 \), \( x_e = 0.1616 \), \( K_p = 1 \), \( K_i = 3 \) and assume that \( \dot{u} \) is continuous over \( t \in [0, +\infty) \). Hence the controlled system can be modeled by the following ODE

\[
\begin{cases}
\dot{v} &= -0.101 \cdot (v - 20) + 1.3203 \cdot (x - 0.1616) - 0.01v^2 \\
\dot{x} &= -(-0.101 \cdot (v - 20) + 1.3203 \cdot (x - 0.1616) - 0.01v^2) + 3 \cdot (20 - v) + \dot{u}
\end{cases}
\]

We consider the initial velocities in \([5, 10]\) and compute the TM flowpipes for the time horizon \([0, 10]\). In Figure 3.24, we illustrate the flowpipe over-approximations computed under different bounds on the disturbance rate \( \dot{u} \).

### 3.6 Fast Taylor model flowpipe generation for linear ODEs

Although TM integration may also handle the systems defined by linear ODEs, its performance is not as good as that of the approaches which are specialized for those
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In this section, we present a method to efficiently compute TM flowpipes for linear ODEs, the main idea is to combine the use of TMs and support functions.

An uncertain linear system can be defined by an ODE of the following form

\[ \dot{x} = A \cdot x + u \]  

such that \( A \) is a constant square matrix and the uncertainties \( u \) are bounded by an interval set \( \mathcal{U} \). Since such an ODE has the following closed-form solution

\[ \varphi(x_0, t) = \exp(A \cdot t) \cdot x_0 + \int_0^t \exp(A \cdot (t - s)) \cdot u(s) \, ds \]  

for the initial condition \( x(0) = x_0 \), there is no need to compute a preconditioned Taylor expansion, or apply remainder refinement iterations in computing a TM flowpipe. Instead, we may use a variant of Scheme II in Section 3.2.1. That is, we fixed a time step-size \( \delta \), over-approximate the solution in the first time step by a TM \( F_1 \), then the TM flowpipes over the time horizon \( [\delta, N \cdot \delta] \) can be recursively computed by

\[ F_i = \Phi \cdot F_{i-1} \oplus B \]  

for \( i = 2, 3, \ldots, N \), such that \( \Phi = \exp(A \cdot \delta) \), and \( B = \{ \int_0^\delta \exp(A \cdot (\delta - s)) \cdot u(s) \, ds \mid u(s) \in \mathcal{U} \} \). Since \( \Phi \) and \( B \) can hardly be computed exactly in general, over-approximations of them are often used in the iterations. Such a scheme is extensively used by many convex flowpipe

Figure 3.24: Flowpipe over-approximations under different bounds on the disturbance rate \( \dot{u} \)

(a) No disturbance

(b) \( \dot{u} \in [-0.05, 0.05] \)

(c) \( \dot{u} \in [-0.1, 0.1] \)

(d) \( \dot{u} \in [-0.5, 0.5] \)
for all \( i \) such that \( \varphi(\vec{x}_0, t) \in (p_\delta(t), I_\delta) \) for \( t \in [0, \delta] \). For all \( t \in [0, \delta] \), we first compute an order \( k \) TM matrix over-approximation \((p_\delta(t), I_\delta)\) for \( \exp(A \cdot t) \),

\[
p_\delta(t) = I_d + At + \frac{1}{2} A^2 t^2 + \cdots + \frac{1}{k!} A^k t^k
\]

wherein \( I_d \) is an identity matrix. The remainder interval matrix \( I_\delta \) can be evaluated based on the Lagrange remainder \( \Delta^{k+1}_k \) \( \exp(A \cdot \xi) \) with some \( \xi \in [0, \delta] \). That is, we first compute the value of \( \rho = \exp(\|A\|_\infty \cdot \delta) \) wherein \( \|A\|_\infty \) denotes the maximum norm. Then the matrix \( \exp(A \cdot \xi) \) is contained in the interval matrix \( M_\rho \) whose entries are all defined by \([-\rho, \rho]\). Hence, \( I_\delta = \Delta^{k+1}_k M_\rho \) contains the remainder for \( p_\delta \) for all \( t \in [0, \delta] \). By choosing \( k \) sufficiently large, we are able to obtain arbitrarily good accuracy.

A TM for \( \exp(A \cdot (t - s)) \) can be computed similarly, and then by using TM arithmetic, we are able to obtain a TM \((p_\delta(t), I_\delta)\) for \( \int_0^t \exp(A \cdot (t - s)) \cdot U \, ds \) with \( t \in [0, \delta] \). Therefore, the first flowpipe over-approximation \( F_1 \) is computed by

\[
(p_\delta(t), I_\delta) \cdot \vec{x}_0 + (p_\delta(t), I_\delta).
\]

**Lemma 3.6.1.** For all \( t \in [0, \delta] \), we have that \( \varphi(\vec{x}_0, t) \in (p_\delta(t), I_\delta) \cdot \vec{x}_0 + (p_\delta(t), I_\delta) \).

**Compute the remaining flowpipe over-approximations.** By expanding the recurrence relation (3.8), the \( i \)-th TM flowpipe can be directly computed based on the first one.

\[
F_i = \Phi^{i-1} \cdot F_1 \oplus \bigoplus_{j=0}^{i-2} \Phi^j \cdot B
\]

In our computation, we replace \( \Phi \) and \( B \) by their over-approximations \((p_\delta, I_\delta)\) and \((p_\delta, I_\delta)\) respectively. Hence, we have that

\[
F_i(t) = (p_\delta(\delta), I_\delta)^{i-1} \cdot (p_\delta(t), I_\delta) \cdot \vec{x}_0 + (p_\delta(\delta), I_\delta)^{i-1} \cdot (p_\delta(t), I_\delta)
+ \sum_{j=0}^{i-2} ((p_\delta(\delta), I_\delta)^j \cdot (p_\delta(\delta), I_\delta))
\]

wherein \( t \in [0, \delta] \). Since \( I_\delta \) can be made arbitrarily small when the order \( k \) is large enough, the main source of the overestimation in \( F_i \) is \( I_\delta \). To make \( F_i \) as tight as possible, we may represent \( I_\delta \) by its support function during the computation, since we only need to compute linear mappings and Minkowski sums.

**Theorem 3.6.2.** For all \( 1 \leq i \leq N \), we have that \( \varphi(\vec{x}_0, (i-1)\delta + t) \in F_i(t) \) for \( t \in [0, \delta] \).

We compare our method with the support function methods implemented in SpaceEx based on the helicopter example [FLD+11]. It is a continuous system defined by a linear ODE with 29 variables: \( x_1, x_2, \ldots, x_{28} \) and \( t \). The initial condition is defined by

\[
x_1, \ldots, x_8 \in [0, 0.1], \quad x_9, \ldots, x_{28} = 0, \quad t = 0
\]
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We first apply the LGG algorithm [LG09] in SpaceEx with the step-size 0.1 and the tolerance 0.001. It costs around 35 seconds to compute box flowpipes, but more than 2000 seconds for the octagon ones. When we use the STC algorithm [FKL13] with the tolerance 0.05, only 12 seconds is needed for generating the box flowpipes, and the octagon ones cost 340 seconds.

When our method is used, the TM flowpipes with step-size 0.2 and order 70 are computed in 198 seconds. It is verified that the TM over-approximation at \( t = 30 \) is contained in the octagon over-approximation produced by SpaceEx at the same time. We illustrate the projections of our results in Figure 3.25. Moreover, we also tried the TM integration method on the example, but was not able to obtain any result in 2 hours.

We should mention that it is often not necessary for SpaceEx to compute octagon flowpipes in a safety verification task. Since the critical directions given by the unsafe set are usually not too many. However, octagon flowpipes are sometimes still needed for the reuse purpose. On the other hand, a TM flowpipe is already overall accurate when the order is high enough, and it can be directly reused with different unsafe specifications.

Unbounded initial sets. We investigate the possibility to deal with an unbounded initial set for a certain linear continuous system, that is, \( \tilde{u} \) is a constant vector. We
assume that the initial set is defined by a polyhedra

\[ X_0 = \{ \bar{x} \in \mathbb{R}^n \mid \bigwedge_{1 \leq j \leq m} (\bar{a}_j^T \cdot \bar{x} \leq b_j) \} \]

which could be unbounded. Based on the solution form (3.7), we can infer that the reachable set \( \varphi(X_0, t) \) for all \( t \in [0, +\infty) \) is defined by

\[ \varphi(X_0, t) = \{ \bar{x} \in \mathbb{R}^n \mid \bigwedge_{1 \leq j \leq m} (\bar{a}_j^T \cdot \varphi(\bar{x}, -t) \leq b_j) \} \]

since \( \bar{x} \in \varphi(X_0, t) \) if and only if \( \varphi(\bar{x}, -t) \in X_0 \) for all \( \bar{x} \in \mathbb{R}^n \). The backward flowmap \( \varphi(\bar{x}, -t) \) may be over-approximated by a TM \((p_b(\bar{x}, -t), I_b)\) such that \( p_b \) may have interval coefficients. It can be done in a similar way that \( F_1 \) is computed. Therefore, for all \( 1 \leq j \leq m \), we can compute a TM (with interval coefficients) \((p_j(\bar{x}, -t), [\alpha_j, \beta_j]) = \bar{a}_j^T \cdot (p_b(\bar{x}, -t), I_b)\) such that

\[ p_j(\bar{x}, -t) + \alpha_j \leq \bar{a}_j^T \cdot \varphi(\bar{x}, -t) \leq p_j(\bar{x}, -t) + \beta_j \]

for all \( \bar{x} \in \mathbb{R}^n \). Hence, an over-approximation of \( \varphi(X_0, t) \) can be computed by

\[ S_o = \{ \bar{x} \in \mathbb{R}^n \mid \bigwedge_{1 \leq j \leq m} (p_j(\bar{x}, -t) + \alpha_j \leq b_j) \} \]

and an under-approximation of it can be obtained as

\[ S_u = \{ \bar{x} \in \mathbb{R}^n \mid \bigwedge_{1 \leq j \leq m} (p_j(\bar{x}, -t) + \beta_j \leq b_j) \} \]

If the TM \((p_b(\bar{x}, -t), I_b)\) can not be computed by one shot, we may also use flowpipe construction. Note that there is no need to truncation a polynomial term containing \( \bar{x} \) in all computations. Further investigation on the applicability of the method will be done in the future.
Chapter 4

Taylor Model Flowpipes for Hybrid Systems

Hybrid systems are dynamical systems which are equipped with both continuous and discrete dynamics. The mathematical models for hybrid systems under our consideration are hybrid automata. To verify a safety property on a hybrid system, we compute the reachable set of its hybrid automaton and check whether an unsafe state is contained. However, such a task is can not be done explicitly in general since the reachability problem on hybrid automata is not decidable [ACH+95, HKPV95] even in the case that all continuous dynamics are defined by linear ODEs. Therefore, similar to the reachability analysis on continuous systems, we seek to compute an over-approximation for the reachable set, and we show that it can also be done by computing flowpipe over-approximations.

Extending the use of Taylor Model (TM) arithmetic to generate reachable set over-approximations for hybrid automata is non-trivial. Besides the continuous dynamics defined by ODEs, we also need to handle mode invariants as well as the guards and reset mappings of discrete jumps. Given a computed TM flowpipe $F$ under the continuous dynamics of a mode, we should exclude the states in $F$ which stay outside of the mode invariant. To do so, we intersect $F$ with the invariant. The situation is similar when handling a discrete jump. We intersect the TM flowpipes with the jump guard to obtain the set of states from which the jump can be executed. Therefore, it requires a method to compute flowpipe/invariant and flowpipe/guard intersections, and such a job is often not easy. In this chapter, we present two novel approaches to compute over-approximations for those intersections. They are domain contraction and range over-approximation. Since they are high-level techniques, we may apply them with various heuristics and other techniques in different situations.

In order to relieve the burden in the subsequent reachability computation, it is often necessary to aggregate several flowpipe over-approximations as one set. Since TMs are not closed under union, we need to compute a TM over-approximation for the result. In order not to introduce too much overestimation, we present several heuristics to compute a proper template for a parallelotopic aggregation. We show that the parallelotope can be efficiently translated to an order 1 TM. The possibilities of computing other classes of aggregations are also discussed.
4.1 Hybrid automata

We use hybrid automata as the formal models of hybrid systems. A hybrid automaton can be viewed as an extension of a finite automaton such that a finite set of real-valued variables are introduced. The variable values change continuously in a discrete state according to an ODE. They may also be updated by a discrete jump according to the reset mapping associated to it. We give the definition of a hybrid automaton as follows.

**Definition 4.1.1 (Hybrid automaton).** A hybrid automaton is denoted by a tuple

\[ A = (\text{Loc}, \text{Var}, \text{Inv}, \text{Flow}, \text{Lab}, \text{Trans}, \text{Guard}, \text{Reset}, \text{Init}) \]

wherein

- \text{Loc} is finite set of discrete states which are also called locations or modes.
- \text{Var} consists of \( n \) real-valued variables \( \vec{x} \) for some integer \( n > 0 \).
- \text{Inv} : \text{Loc} \to 2^{\mathbb{R}^n} associates a mode \( \ell \in \text{Loc} \) an invariant \( \mathcal{I}_\ell \subseteq \mathbb{R}^n \) such that the variables can only take the values in \( \mathcal{I}_\ell \) when \( A \) is in the mode \( \ell \).
- \text{Flow} is a function that associates a mode \( \ell \in \text{Loc} \) a continuous dynamics \( \dot{\vec{x}} = f_\ell(\vec{x}, t) \) which governs the variable value change in the mode \( \ell \). We assume that \( f_\ell \) is locally Lipschitz continuous w.r.t. \( \vec{x} \) in the invariant of \( \ell \) and continuous w.r.t. \( t \) in \( \mathbb{R} \).
- \text{Lab} is the set of labels for the discrete transitions.
- \text{Trans} \subseteq \text{Loc} \times \text{Lab} \times \text{Loc} is the set of discrete transitions or jumps associated with their labels among the modes.
- \text{Guard} : \text{Trans} \to 2^{\mathbb{R}^n} assigns a jump \( \alpha \in \text{Trans} \) a guard \( \mathcal{G}_\alpha \subseteq \mathbb{R}^n \) such that the jump \( \alpha \) can be executed if and only if the state variables are of the values in \( \mathcal{G} \). Here, we only consider the jumps which are not urgent, that is, the execution of a jump is not mandatory when the guard is satisfied.
- \text{Reset} : \text{Trans} \to (\mathbb{R}^n \to \mathbb{R}^n) associates a jump \( \alpha \in \text{Trans} \) a reset mapping \( \pi_\alpha : \mathbb{R}^n \to \mathbb{R}^n \) that updates the values of the variables after the execution of \( \alpha \).
- \text{Init} \subseteq \text{Loc} \times \mathbb{R}^n is the initial state set of \( A \). Every state in \( \text{Init} \) also satisfies the mode invariants.

A state of \( A \) is a pair \( (\ell, \vec{v}) \) wherein \( \ell \) denotes the current mode and \( \vec{v} \in \mathbb{R}^n \) are the values of the variables. Additionally, we call \( \ell \) the discrete state and \( \vec{v} \) the continuous state.

Intuitively, the state space of a hybrid automaton with \( n \) variables and \( l \) modes consists of \( l \) independent \( n \)-dimensional spaces defined by the mode invariants. The system state changes in one space according to a continuous dynamics and jump from one space to another by making a discrete transition.

**Example 4.1.2.** We revisit the bouncing ball model presented in Example 1.1.1. We enhance the model by introducing an air friction which is represented by a quadratic expression in the velocity. We present the hybrid automaton of the example in Figure 4.1, the components are defined as follows.
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- **Loc** = \{down, up\} in which the two modes correspond to the two directions of the velocity.

- **Var** = \{x, v\} wherein x denotes the vertical distance from the ball to the ground, and v is the velocity of the ball.

- **Inv(down)** = \{(x, v) ∈ \mathbb{R}^2 | x ≥ 0 ∧ v ≤ 0\}, **Inv(up)** = \{(x, v) ∈ \mathbb{R}^2 | x ≥ 0 ∧ v ≥ 0\}.

- **Flow(down)** = \{ \begin{align*} \dot{x} &= v \\ \dot{v} &= -g + 0.1v^2 \end{align*} \}, **Flow(up)** = \{ \begin{align*} \dot{x} &= v \\ \dot{v} &= -g - 0.1v^2 \end{align*} \}.

- **Lab** = \{α, β\}.

- **Trans** = \{(down, α, up), (up, β, down)\}.

- **Guard**(down, α, up) = \{(x, v) ∈ \mathbb{R}^2 | x = 0\}, Guard(up, β, down) = \{(x, v) ∈ \mathbb{R}^2 | v = 0\}.

- **Reset**(down, α, up) = \{ x ↦ x, v ↦ -0.8v \}, Reset(up, β, down) = \{ x ↦ x, v ↦ v \}.

- **Init** = \{(down, (x, v)) | x ∈ [4.9, 5.1] ∧ v ∈ [-0.2, 0]\}.

In Figure 4.1 the identity reset mapping is neglected. The state space is composed of two vector fields.

An execution (run) of a hybrid automaton \( \mathcal{A} \) is a sequence of states \( (\ell_0, \vec{v}_0), (\ell_1, \vec{v}_1), (\ell_2, \vec{v}_2), \ldots \) which can be infinite such that \( (\ell_0, \vec{v}_0) \in \text{Init} \) and for two successive states \( (\ell, \vec{v}), (\ell', \vec{v}') \) either of the following two evolutions holds.

- **Continuous evolution (time delay)** - We have that (i) \( \ell = \ell' \), (ii) \( \vec{v}' = \varphi_f(\vec{v}, t) \) for some \( t ≥ 0 \) such that \( \dot{x} = f(\vec{x}, t) \) is the continuous dynamics of \( \ell \), and (iii) \( \varphi_f(\vec{v}, t') \in \text{Inv}(\ell) \) for all \( t' ∈ [0, t] \). We denote it by \( (\ell, \vec{v}) \overset{t}{\rightarrow} (\ell', \vec{v}') \).

- **Discrete evolution (jump)** - There exists a jump \( (\ell, \vec{v}, \ell') \in \text{Trans} \) such that \( \vec{v} ∈ \text{Guard}(\ell, \alpha, \ell'), \vec{v}' ∈ \text{Inv}(\ell') \), and \( \vec{v}' = \pi(\vec{v}) \) wherein \( \text{Reset}(\ell, \alpha, \ell') = \pi \). We denote it by \( (\ell, \vec{v}) \overset{t}{\rightarrow} (\ell', \vec{v}') \).

![Figure 4.1: Hybrid automaton of the bouncing ball with air friction](image-url)
We illustrate an execution
\[ \langle \ell, \vec{v}_0 \rangle, \langle \ell, \vec{v}_1 \rangle, \langle \ell', \vec{v}_2 \rangle, \langle \ell', \vec{v}_3 \rangle \]
in Figure 4.2 wherein \( e \) denotes a jump from \( \ell \) to \( \ell' \). In the following content, we sometimes omit the labels in a hybrid automaton if there is at most one jump from \( \ell \) to \( \ell' \) for any two modes \( \ell, \ell' \).

An execution is zeno if it has infinitely many jumps but the total amount of time delay is bounded. For instance, every execution which contains infinitely many jumps of the hybrid automaton in Example 4.1.2 is zeno. Zeno executions are not realistic, since no physical processor can do infinitely many actions in a finite amount of time. We call a hybrid automaton non-zeno if it has no zeno execution. A simple way to exclude zeno executions from a hybrid automaton is to force the system to stay in a mode for at least a specified amount of time before a jump is enabled.

We call an execution blocking if it can reach a state \( \langle \ell, \vec{v} \rangle \) and there is no state \( \langle \ell', \vec{v}' \rangle \) such that \( \langle \ell, \vec{v} \rangle \xrightarrow{t} \langle \ell', \vec{v}' \rangle \) for some \( t > 0 \), or \( \langle \ell, \vec{v} \rangle \xrightarrow{\alpha} \langle \ell', \vec{v}' \rangle \) for a jump \( \alpha \). A hybrid automaton is non-blocking if it has no blocking execution. Since blocking executions represent behaviors in which time does not progress, they could be introduced by inconsistency in modeling. We may eliminate blocking executions from a hybrid automaton by adding new modes and jumps. In our analysis work, we do not require a hybrid automaton non-zeno or non-blocking.

Given a hybrid automaton \( \mathcal{A} \), we say that a state \( \langle \ell, \vec{v} \rangle \) is reachable if there exists a finite sequence which is an execution of \( \mathcal{A} \) with the last state \( \langle \ell, \vec{v} \rangle \). The set of reachable states are called reachable set. We also say that \( \langle \ell, \vec{v} \rangle \) is reachable in a time interval \( T \) if the total amount of the time delay in an execution leading to \( \langle \ell, \vec{v} \rangle \) is in \( T \). Similarly, the state \( \langle \ell, \vec{v} \rangle \) is reachable below \( j \) jumps if an execution leading to it involves at most \( j \) jumps.

**Definition 4.1.3** (Hybrid reachability problem). Given a hybrid automaton \( \mathcal{A} \), the reachability problem on \( \mathcal{A} \) is to verify whether a given state is reachable. A bounded version of the problem is to determine whether the state is reachable in a bounded time interval and below a specified number of jumps.
4.2. FRAMEWORK OF THE FLOWPIPE CONSTRUCTION

<table>
<thead>
<tr>
<th>Subclass</th>
<th>Continuous dynamics</th>
<th>Guard/invariant</th>
<th>Reset mapping</th>
<th>Bounded reachability</th>
<th>Unbounded reachability</th>
</tr>
</thead>
<tbody>
<tr>
<td>TA</td>
<td>$\dot{x} = 1$</td>
<td>$x \sim c$</td>
<td>$x \mapsto 0$</td>
<td>decidable</td>
<td>decidable</td>
</tr>
<tr>
<td>RHA</td>
<td>$\dot{x} \in B$</td>
<td>$\dot{x} \in B$</td>
<td>$x \mapsto B$</td>
<td>decidable</td>
<td>undecidable</td>
</tr>
<tr>
<td>LHA I</td>
<td>$\dot{x} = \bar{c}$</td>
<td>$p_L(\bar{x}) \leq 0$</td>
<td>$\bar{x} \mapsto p_L(\bar{x})$</td>
<td>decidable</td>
<td>undecidable</td>
</tr>
<tr>
<td>LHA II</td>
<td>$\dot{x} = p_L(\bar{x})$</td>
<td>$p_L(\bar{x}) \leq 0$</td>
<td>$\bar{x} \mapsto p_L(\bar{x})$</td>
<td>undecidable</td>
<td>undecidable</td>
</tr>
</tbody>
</table>

Table 4.1: Decidability of the reachability problem on some subclasses of hybrid automata. Legends: TA: Timed Automata, RHA: Rectangular Hybrid Automata, LHA: Linear Hybrid Automata.

Decidability of the reachability problem. In Table 4.1 we give the decidability of the reachability problem on several subclasses of hybrid automata. The proofs are given elsewhere [AD94, ACH+95, HKPV95]. The mode invariants and jumps guards under our consideration are defined by conjunctions of inequalities (constraints). In the table, we use $p_L(\bar{x})$ to denote a linear polynomial over $\bar{x}$, $\sim \in \{\leq, \geq, <, >\}$, and $B$ denotes an interval. More precise complexities of the decidable problems can be found in the related work [AD94, ACH+95, HKPV95]. For the decidable bounded reachability problems, it is not difficult to come up with a nondeterministic-polynomial algorithm for each of them.

In the thesis, we consider the hybrid automata with variables $\bar{x}$ such that (i) the continuous dynamics are defined by non-linear ODEs, (ii) the guards and invariants are defined by the inequalities of the form $g(\bar{x}) \leq 0$ wherein $g$ is an analytic function, and (iii) the reset mappings are given by the form $\bar{x} \mapsto r(\bar{x})$ wherein $r$ is also analytic.

We present a general procedure to compute the reachable set of a hybrid automaton by Algorithm 11. It is a fixed point computation whose termination is not guaranteed. Although the algorithm needs to handle infinitely (even uncountably) many hybrid states, we may collectively represent a set of states $\{\langle \ell, \vec{v} \rangle | \vec{v} \in V \}$ during the computation and the number of them can be reduced to be finite if the time horizon as well as the maximum number of jumps are bounded. Unfortunately, even the bounded reachable set can not be computed exactly in general, since those operations are not easy to handle. For example, to compute the exact reachable set under a continuous dynamics within an invariant can hardly be done in most cases.

We consider to use TM flowpipes to over-approximate the reachable set segments for a hybrid automaton. We may extend the flowpipe construction method for continuous systems to the hybrid case. In the following section, a general scheme is introduced.

4.2 Framework of the flowpipe construction

Given a hybrid automaton, we seek to over-approximate the set of the states which is reachable in a bounded time horizon $[0, \Delta]$ and with at most $J$ jumps, such that $\Delta$ and $J$ are user-specified. A general scheme to do it is described by Algorithm 12 wherein we assume that the initial set is collectively represented by the union of $\langle \ell_1, V_1 \rangle, \ldots, \langle \ell_m, V_m \rangle$ for some integer $m > 0$. The termination of the algorithm is ensured since we bound the time horizon as well as the jump depth.

The flowpipe representations should be proper with respect to the operations in Al-
Algorithm 11 Reachable set computation for hybrid automata

**Input:** a hybrid automaton $\mathcal{A}$

**Output:** the reachable set $\mathcal{R}$ of $\mathcal{A}$

1: $\mathcal{R} \leftarrow \emptyset$; # the queue to keep unvisited states
2: $\text{Queue} \leftarrow \emptyset$;
3: for all $\langle \ell, \vec{v} \rangle \in \text{Init}$ do
4: $\text{Queue}.\text{enqueue}(\langle \ell, \vec{v} \rangle)$;
5: end for
6: while Queue is not empty do
7: $\langle \ell, \vec{v} \rangle \leftarrow \text{Queue}.\text{dequeue}()$;
8: $\mathcal{R}_\ell \leftarrow \text{Reach}_\ell(\langle \ell, \vec{v} \rangle)$; # compute the reachable set in $\ell$
9: $\mathcal{R} \leftarrow \mathcal{R} \cup \mathcal{R}_\ell$;
10: for all $\langle \ell, \alpha, \ell' \rangle \in \text{Trans}$ do
11: for all $\langle \ell, \vec{v} \rangle \in \mathcal{R}_\ell$ do
12: if $\vec{v} \in \text{Guard}(\langle \ell, \alpha, \ell' \rangle)$ then
13: $\vec{v}' \leftarrow \text{Reset}(\langle \ell, \alpha, \ell' \rangle)(\vec{v})$; # compute the reset mapping
14: if $\langle \ell', \vec{v}' \rangle \notin \mathcal{R}$ then
15: $\text{Queue}.\text{enqueue}(\langle \ell', \vec{v}' \rangle)$; # $\langle \ell', \vec{v}' \rangle$ has not been visited
16: end if
17: end if
18: end for
19: end for
20: end while
21: return $\mathcal{R}$;
Algorithm 12 Flowpipe construction for hybrid automata

**Input:** a hybrid automaton $A$, a bounded time horizon $\Delta$, maximum jump depth $\mathcal{J}$

**Output:** over-approximation of the reachable set of $A$ within time $[0, \Delta]$ and $\mathcal{J}$ jumps

1. $\mathcal{R} \leftarrow \emptyset$
2. Queue $\leftarrow \emptyset$
3. for all $i = 1, \ldots, m$ do
   4. Queue.enqueue($\langle \ell_i, V_i \rangle, 0, \mathcal{J} \rangle$);  # enqueue the initial sets
5. end for
6. while Queue is not empty do
7.   $\langle \ell, V \rangle, t, j \rangle \leftarrow$ Queue.dequeue();
8.   $\mathcal{F} \leftarrow$ ComputeFlowpipes$(V, \Delta - t)$;  # flowpipes in $\ell$ in time $\Delta - t$
9.   $\mathcal{R} \leftarrow \mathcal{R} \cup \{\langle \ell, F \rangle | F \in F\}$;
10. for all $\langle \ell, \alpha, \ell' \rangle \in \text{Trans}$ do
11.   for all $F \in F$ do
12.     if $j > 0$ then
13.       $\mathcal{F}_G \leftarrow F \cap \text{Guard}(\ell, \alpha, \ell')$;  # flowpipe/guard intersection
14.     if $\mathcal{F}_G \neq \emptyset$ then
15.       $\mathcal{F}_R \leftarrow \text{Reset}(\ell, \alpha, \ell')(\mathcal{F}_G)$;  # compute the reset mapping
16.       if $\langle \ell', F_R \rangle \not\in \mathcal{R}$ then
17.         Compute the global starting time $t_R$ of $\mathcal{F}_R$;
18.         Queue.enqueue($\langle \ell', F_R, t_R, j - 1 \rangle$);
19.       end if
20.     end if
21.   end if
22. end for
23. end for
24. end while
25. return $\mathcal{R}$;
Algorithm 12. As we said, the jump guards and mode invariants under our consideration are defined by inequalities. Hence an ideal class of representations should be closed under intersection with those sets. However, the goal can hardly be achieved. We consider to use TMs as the over-approximate representations for flowpipes. TMs are not closed under the intersection with a guard or an invariant, but are closed under polynomial mappings. The TM flowpipes in a mode can be computed by the TM integration technique except that in every integration step the computed TM flowpipe is intersected by the invariant. An example is illustrated in Figure 4.3, wherein the TM flowpipes are given by boxes. Besides, we also shade the initial flowpipe over-approximation in a mode and the flowpipe/guard intersection.

4.3 Flowpipe/guard intersections

We present two techniques to generate a TM for a flowpipe/guard intersection. A flowpipe/invariant intersection can be handled in a similar way. Since a TM flowpipe can always be equivalently or over-approximately transformed to a TM over an interval domain, we assume that the domains are intervals.

Given a jump guard \( G = \{ \bar{x} \in \mathbb{R}^n \mid \bigwedge_{i=1}^{m} g_i(\bar{x}) \leq 0 \} \) wherein \( g_1, \ldots, g_m \) are analytic functions. The intersection of \( G \) and a TM flowpipe \( F = (p(\bar{x}_0, t), I) \) with \( \bar{x}_0 \in X_0, t \in [0, \delta] \) for some \( X_0 \in \mathbb{R}^d \) is defined by

\[
F \cap G = \{ \bar{x} \mid \bar{x} = p(\bar{x}_0, t) + \bar{y} \land \bar{x}_0 \in X_0 \land t \in [0, \delta] \land \bar{y} \in I \land \bigwedge_{i=1}^{m} g_i(\bar{x}) \leq 0 \}
\]  

(4.1)

which is often not a TM and can not be easily computed. However, we show that a TM over-approximation of it can be computed in the following two ways. (1) We contract the domain \( X_0 \) and \( [0, \delta] \) to \( X_0' \subseteq X_0 \) and \( [t_h, t_l] \subseteq [0, \delta] \) respectively, and then the TM \( (p(\bar{x}_0, t), I) \) over the reduced domain is an over-approximation of the intersection. (2) We over-approximate \( F \) by a set \( \bar{F} \) whose intersection with \( G \) is easy to compute, and then we over-approximate the intersection \( \bar{F} \cap G \) by a TM. We call the first method domain contraction and the second one range over-approximation.
4.3. FLOWPIPE/GUARD INTERSECTIONS

4.3.1 Domain contraction

The purpose is to derive a valid contraction \( X'_0 \subseteq X_0 \) and \([t_h, t_l] \subseteq [0, \delta]\) for the TM domain in (4.1). More precisely, the range of \((p(x_0, t), I)\) with \(x_0 \in X_0\), \(t \in [t_h, t_l]\) contains the intersection \( F \cap G \).

**Definition 4.3.1** (Valid contraction). Given a TM \( F \) over a domain \( D \) and a guard set \( G \). We call \( D' \subseteq D \) a valid contraction of \( D \) if and only if the set \( F \cap G \) is contained in \( F \) over a domain \( D' \).

**Example 4.3.2.** Given a TM flowpipe \( x = 1 + x_0 \cdot t \) with \( x_0 \in [-1, 1] \) and \( t \in [0, 0.4] \). We denote the domain set by \([-1, 1] \times [0, 0.1]\). If the guard is defined by the set \( \{x \in \mathbb{R} | x \geq 1.2 \land x \leq 1.4\} \), then \([0.5, 1] \times [0.2, 0.4]\) is a valid contraction of the domain. Note that a valid contraction is not necessarily the smallest one.

The class of the contraction set \( X'_0 \) is key to the overall performance. Here, we require that the representation of it is no more complex than that of \( X_0 \). Hence, we consider \( X'_0 \) as an interval. The smallest valid interval contraction \( X^*_0 \) can be obtained via optimization. The lower bounds of it in every dimension as well as the value \( t_h \) can be derived by solving the optimization problems

\[
\inf \{z\} \quad \text{subject to} \quad \vec{x} = p(\vec{x}_0, t) + \vec{y} \land \vec{x}_0 \in X_0 \land t \in [0, \delta] \land \vec{y} \in I \land \bigwedge_{i=1}^{m} g_i(\vec{x}) \leq 0
\]

for \( z = \vec{x}_0[1], \ldots, \vec{x}_0[d] \) and \( z = t \). For the upper bounds and the value \( t_l \), we may solve the same problems except that \( \inf \) is replaced by \( \sup \). We give an example in Figure 4.4.

Unfortunately, such optimization problems are non-linear when either the order of the TM is more than 1, or at least one of the functions \( g_1, \ldots, g_m \) is not a linear polynomial. Therefore, the computation of \( X^*_0 \) is intractable in general. In the following content, we introduce some techniques to conservatively solve the optimization problems and yield thereby a superset of \( X^*_0 \).

**Convex optimization.** A convex optimization problem may be solved by an interior-point method [BV04] in polynomial-time complexity. Although the optimization problems on a flowpipe/guard intersection is usually not convex, we may perform a convex relaxation.
That is, we compute a new polynomial \( p' \) from \( p \) and new functions \( g'_1, \ldots, g'_m \) respectively such that the set of \( \vec{x} \) subject to

\[
\vec{x} = p'(\vec{x}_0, t) + \vec{y} \land \vec{x}_0 \in X_0 \land t \in [0, \delta] \land \vec{y} \in I \land \bigwedge_{i=1}^{m} g'_i(\vec{x}) \leq 0
\]

is convex and contains the intersection. Techniques such as SemiDefinite Programming (SDP) relaxation [VB96, Pab03] and Sum-Of-Square (SOS) relaxation [Par00] could be applied. However, such methods still suffer from bad efficiency when \( d \) is large. Besides, it is also not easy to limit the overestimation introduced by a relaxation.

**Interval Constraint Propagation (ICP).** The technique of ICP is a combination of interval arithmetic and constraint propagation to conservatively solve a Constraint Satisfiability Problem (CSP). That is to compute a superset of the exact solution set. It often costs much less time than finding the exact set, and returns a fairly tight enclosure.

**Definition 4.3.3 (Constraint satisfiability problem).** A Constraint Satisfiability Problem (CSP) is denoted by a triple \( \langle X, D, \text{Cons} \rangle \) wherein \( X \) consists of finitely many variables which range in the set \( D \), and \( \text{Cons} \) is a finite set of constraints over the variables in \( X \). A solution to the CSP \( \langle X, D, \text{Cons} \rangle \) is a valuation \( \nu : X \to \mathbb{R} \) of the variables such that all constraints are satisfied. In addition, we call the set of all solutions the solution set.

Then the domain contraction task becomes computing an interval enclosure of the solution set of the CSP \( \langle X, D, \text{Cons} \rangle \) wherein

\[
X = \{ \vec{x}_0[1], \ldots, \vec{x}_0[d], t \}, \quad D = X_0 \times [0, \delta], \quad \text{Cons} = \{ \vec{x} = p(\vec{x}_0, t) + \vec{y}, \vec{y} \in I, g_1(\vec{x}) \leq 0, \ldots, g_m(\vec{x}) \leq 0 \}
\]

To derive an over-approximation of the solution set, we may use the branch-and-prune procedure presented in Algorithm 13. In each iteration, we check the inclusion of a solution in a subdivision \( B \) by interval arithmetic. If \( B \) possibly contains a solution, we then split it equally into two intervals in a dimension and put them back into the queue. Otherwise, \( B \) is discarded. The algorithm terminates and returns a set of intervals of widths \( < \epsilon \), and the union of them defines an over-approximation of the exact solution set. If all functions are evaluated based on their Lipschitz and inclusion isotonic interval extensions, the resulting accuracy can always be improved by choosing smaller \( \epsilon \).

An interval valid contraction of \( X_0 \times [0, \delta] \) can be obtained by branch-and-prune. We then compute an interval aggregation of the resulting set \( S \). However, such an approach could also be computational expensive, since the number of intervals in \( S \) could be as many as \( O((\lceil \frac{W(D)}{\epsilon} \rceil)^{d+1}) \). For the sake that we only compute interval contractions, it is more efficient to directly contract the original domain in every dimension without computing any subdivision of it. An efficient trade-off is described as follows.

**An efficient approach.** Our purpose is to compute a contraction for each component of \( X_0 \times [0, \delta] \) without performing a subdivision on it. We follow a way to successively contract the original domain, as shown by Algorithm 14 wherein the input CSP encodes the domain contraction task. In each iteration of the main loop, we contract the current
Algorithm 13 Branch-and-prune algorithm

**Input:** a CSP \((X, D, \text{Cons})\), a threshold \(\epsilon > 0\)

**Output:** an over-approximation of the solution set

1. \(S \leftarrow \emptyset\);
2. \(\text{Queue}.\text{enqueue}(D)\); # queue for the solution set
3. **while** \(\text{Queue}\) is not empty **do**
4. \(B \leftarrow \text{Queue}.\text{dequeue}()\);
5. **if** \(B\) possibly contains a solution **then**
6. **if** the width of \(B\) in the \(i\)-th dimension for some \(i\) is no smaller than \(\epsilon\) **then**
7. Split \(B\) equally in the \(i\)-th dimension into \(B_1, B_2\);
8. \(\text{Queue}.\text{enqueue}(B_1)\);
9. \(\text{Queue}.\text{enqueue}(B_2)\);
10. **else**
11. \(S \leftarrow S \cup \{B\}\); # \(W(B) < \epsilon\)
12. **end if**
13. **end if**
14. **end while**
15. **return** \(S\);

Algorithm 14 Main procedure of the efficient approach

**Input:** a CSP \(\{\vec{x}_0[1], \ldots, \vec{x}_0[d], t\}, D, \text{Cons}\)

**Output:** an interval enclosure of the solution set

1. \(D_c \leftarrow D\);
2. **repeat**
3. **for all** \(z = \vec{x}_0[1], \ldots, \vec{x}_0[d], t\) **do**
4. Compute a value \(\text{lo}\) such that \(\text{lo} \leq \nu(z)\) for any solution \(\nu\) w.r.t. \(D_c\).
5. Compute a value \(\text{up}\) such that \(\text{up} \geq \nu(z)\) for any solution \(\nu\) w.r.t. \(D_c\).
6. **if** \(\text{lo} \leq \text{up}\) **then**
7. Update the interval of \(D_c\) in the dimension of \(z\) to \([\text{lo}, \text{up}]\);
8. **else**
9. Set \(D_c\) empty and break; # the constraints are unsatisfiable
10. **end if**
11. **end for** # refine the domain \(D_c\)
12. **until** no great refinement on \(D_c\)
13. **return** \(D_c\);
domain $D_c$ one dimension after another, and the result is used in turn to improve the future contraction work.

The contraction in each dimension is done by searching approximations for the exact lower and upper bounds, and they are guaranteed to be conservative. To do so, we may still use the branch-and-prune framework however at most one subdivision is selected in each branching. The method to compute a lower bound approximation is given by Algorithm 15 wherein in each iteration we narrow down the interval $[\alpha, \beta]$ by the following steps.

1. Split $[\alpha, \beta]$ at its midpoint $\gamma = \frac{\alpha + \beta}{2}$.
2. Update the solution domain to $D'$ which is same as $D$ except that the interval in the dimension of $z$ is $[\alpha, \gamma]$.
3. Check whether there is a solution in $D'$. The job can be conservatively done by interval arithmetic, that is, we use interval arithmetic to prove the nonexistence of a solution. If no solution is there, then we discard the branch $[\alpha, \gamma]$ and update the interval $[\alpha, \beta]$ to $[\gamma, \beta]$ in $D'$. Otherwise, $[\alpha, \beta]$ is updated to $[\alpha, \gamma]$.

Since we only discard the interval containing no solution, the exact lower bound of the solution set must lie in $[\alpha, \beta]$ in each iteration. Then the resulting value $\alpha$ is a conservative approximation. Unlike the general branch-and-prune algorithm, we only need to handle at most $O(\log(\lceil W(D) / \epsilon \rceil))$ many branches.

**Algorithm 15** Lower bound approximation search

**Input:** a CSP $\langle \{x_0[1], \ldots, x_0[d], t\}, D, Cons \rangle$, a threshold $\epsilon > 0$, a variable $z \in \{x_0[1], \ldots, x_0[d], t\}$

**Output:** a conservative approximation for the lower bound of the solution set in the dimension of $z$

1: Set $\alpha$ as the lower bound of $D$ in the dimension of $z$;
2: Set $\beta$ as the upper bound of $D$ in the dimension of $z$;
3: $D' \leftarrow D$;
4: while $\beta - \alpha \geq \epsilon$ do
5: $\gamma \leftarrow \frac{\alpha + \beta}{2}$;
6: Update the interval of $D'$ in the dimension of $z$ to $[\alpha, \gamma]$;
7: if $D'$ possibly contains a solution then
8: $\beta \leftarrow \gamma$;
9: else
10: $\alpha \leftarrow \gamma$;
11: end if
12: end while
13: return $\alpha$;

**Lemma 4.3.4.** Algorithm 15 returns a conservative approximation of the lower bound of the solution set in the dimension of $z$.

A conservative approximation for the upper bound in a dimension can be computed in a similar way except that we only consider the upper half in every iteration. We present
the method by Algorithm\textsuperscript{16} Hence, the total number of branches handled in our efficient approach is only $O(2 \cdot \eta \cdot (d + 1) \cdot \log(\lceil \frac{W(D)}{\epsilon} \rceil))$ wherein $\eta$ is the iteration number of the main loop in Algorithm\textsuperscript{14}.

\begin{algorithm}
\caption{Upper bound approximation search}
\label{alg:upper_bound}
\textbf{Input:} a CSP $\langle \{\bar{x}_0[1], \ldots, \bar{x}_0[d], t\}, D, \text{Cons} \rangle$, a threshold $\epsilon > 0$, a variable $z \in \{\bar{x}_0[1], \ldots, \bar{x}_0[d], t\}$
\textbf{Output:} a conservative approximation for the lower bound of the solution set in the dimension of $z$

1. Set $\alpha$ as the lower bound of $D$ in the dimension of $z$;
2. Set $\beta$ as the upper bound of $D$ in the dimension of $z$;
3. $D' \leftarrow D$;
4. \textbf{while} $\beta - \alpha \geq \epsilon$ do
5. \quad $\gamma \leftarrow \frac{\alpha + \beta}{2}$;
6. \quad Update the interval of $D'$ in the dimension of $z$ to $[\gamma, \beta]$;
7. \quad \textbf{if} $D'$ possibly contains a solution \textbf{then}
8. \quad $\alpha \leftarrow \gamma$;
9. \quad \textbf{else}
10. \quad $\beta \leftarrow \gamma$;
11. \quad \textbf{end if}
12. \textbf{end while}
13. \textbf{return} $\beta$;
\end{algorithm}

Lemma 4.3.5. Algorithm\textsuperscript{16} returns a conservative approximation of the upper bound of the solution set in the dimension of $z$.

Theorem 4.3.6. Algorithm\textsuperscript{14} computes a valid contraction of $D$.

Example 4.3.7. We revisit the Rössler attractor given in Example 3.4.3. This time we consider the intersection of the TM flowpipes in the time horizon $[0, 6]$ with two guard sets. The first one is given by
\[ G_1 = \{(x, y, z) \in \mathbb{R}^3 \mid z \geq 8\} \]
In Figure 4.5, we illustrate the flowpipe over-approximations as well as their contractions according to $G_1$. The other guard set is
\[ G_2 = \{(x, y, z) \in \mathbb{R}^3 \mid -x + y - z \geq 6\} \]

We present the result in Figure 4.6. We also give an example of using domain contraction to deal with invariants. We associate the Rössler attractor example with the following invariant set
\[ I = \{(x, y, z) \in \mathbb{R}^3 \mid x \in [-7, 9.5] \land y \in [-9, 6] \land z \in [0, 8]\} \]
In Figure 4.7, we present the invariant constrained flowpipe over-approximations as well as the unconstrained ones.
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(a) Projections in the $x$-$y$ plane  
(b) Projections in the $y$-$z$ plane

Figure 4.5: Intersections computed by domain contraction with the guard $G_1$

(a) Projections in the $x$-$y$ plane  
(b) Projections in the $y$-$z$ plane

Figure 4.6: Intersections computed by domain contraction with the guard $G_2$

**Remainder contraction.** The algorithms for domain contraction may also be applied to reducing the TM remainder $I$, when the width of it is not small. Remainder contraction can be carried out together with domain contraction, we only need to introduce new variables to the CSP to include the remainder interval.

4.3.2 Range over-approximation

Other than reducing the domain of a TM flowpipe, an over-approximation of the flowpipe/guard intersection may also be derived by first computing an enclosure of the TM flowpipe range and then intersecting it with the guard, as illustrated by Figure 4.8. We call such a method range over-approximation. To do so, we need to over-approximate the range of a TM flowpipe $(p(\bar{x}_0, t), I)$ with $\bar{x}_0 \in X_0$ and $t \in [0, \delta]$, i.e., the set

$$\text{Rng}((p, I)) = \{ \bar{x} \mid \bar{x} = p(\bar{x}_0, t) + \bar{y} \land \bar{x}_0 \in X_0 \land t \in [0, \delta] \land \bar{y} \in I \}$$
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(a) Projections in the $x$-$y$ plane
(b) Projections in the $y$-$z$ plane

Figure 4.7: Invariant constrained and unconstrained flowpipe over-approximations.

(a) Over-approximate the flowpipe by a box
(b) Compute the intersection of the box and the guard

Figure 4.8: Example of range over-approximation

As we pointed out in Section 2.4 such an over-approximation can be computed as a polytope, a zonotope or an ellipsoid. We give some methods as below to compute an over-approximation for an $n$-dimensional TM flowpipe $F = (p(\vec{x}_0, t), I)$ with $\vec{x}_0 \in X_0$ and $t \in [0, \delta]$.

**Polytopic over-approximation.** The range of $F$ can be over-approximated by a $H$-polytope $P$ (a polytope in its $H$-representation) via computing the support function values w.r.t. a template $\vec{l}_1, \ldots, \vec{l}_r \in \mathbb{R}^n$. That is, we solve the optimization problem

$$b_i = \sup \{ \vec{l}_i^T \cdot \vec{x} \} \quad \text{subject to} \quad \vec{x} = p(\vec{x}_0, t) + \vec{y} \wedge \vec{x}_0 \in X_0 \wedge t \in [0, \delta] \wedge \vec{y} \in I$$

for $1 \leq i \leq r$, and the polytope $P$ is computed as

$$P : (\vec{l}_1^T, \ldots, \vec{l}_r^T) \cdot \vec{x} \leq (b_1, \ldots, b_r)$$

Although those optimization problems might not be able to be solved efficiently, we may use the techniques of SDP relaxation, linear relaxation to compute a value that is larger than $b_i$ for each $1 \leq i \leq r$, and the resulting polytope is still an over-approximation of the TM flowpipe.
**Zonotopic over-approximation.** The flowpipe $F$ can be enclosed by a $G$-zonotope $Z$, i.e., $Z$ is in a $G$-representation. A simple but effective way to do so is to perform a conservative linearization on the TM,

$$(p', I') = (p - p_N, I + \text{Int}(p_N))$$

wherein $p_N$ denotes the non-linear part of $p$ and equivalently translating the TM $(p', I')$ into a $G$-zonotope.

Besides, a zonotopic over-approximation may also be obtained based on a template $\langle \vec{c}, \{\vec{l}_1, \ldots, \vec{l}_r\} \rangle$. The task can be done by finding $r$ positive real values $a_1, \ldots, a_r$ such that the set

$$Z = \{\vec{c} + \sum_{i=1}^{r} \lambda_i \cdot a_i \cdot \vec{l}_i \mid \lambda_1, \ldots, \lambda_r \in [0, 1]\}$$

contains the TM flowpipe. The exact containment is hard to verify when the TM is of order $> 1$, but we may use interval arithmetic to efficiently find a more conservative over-approximation. As a feasible approach, we may initially choose $a_1, \ldots, a_r$ very close to zero and successively raise their values by small amounts until the zonotope contains the TM.

**Definition 4.3.8 (Template of a zonotopic over-approximation).** A template of a zonotope $Z$ is a tuple $\langle \vec{c}, L \rangle$ wherein $\vec{c}$ is the center of $Z$ and $L$ is a set of nonzero vectors which determine the directions of the generators. If $Z$ is $n$-dimensional, there should be at least $n$ vectors in $L$ linearly independent.

**Ellipsoidal over-approximation.** An over-approximation may also be an ellipsoid $\mathcal{E} : (\vec{c}, Q)$ whose position and orientation can be given by a template. More precisely, the center $\vec{c}$ as well as the eigenvectors of $Q$ can be defined by a template. Then the problem becomes to find proper eigenvalues for $Q$ such that the set

$$\mathcal{E} = \{\vec{x} \in \mathbb{R}^n \mid (\vec{x} - \vec{c})^T \cdot Q \cdot (\vec{x} - \vec{c}) \leq 1\}$$

is a superset of the TM flowpipe. Since the eigenvalues of $Q$ are the reciprocals of the squares of the semi-axes, we may initially choose large positive numbers, and then successively reduce them by small amounts until the ellipsoid defines an over-approximation.

**Definition 4.3.9 (Template of an ellipsoidal over-approximation).** A template of an $n$-dimensional ellipsoid $\mathcal{E}$ is a tuple $\langle \vec{c}, L \rangle$ wherein $\vec{c}$ is the center of $\mathcal{E}$ and $L$ is a set of $n$ linearly independent vectors which define the directions of the principal axes of $\mathcal{E}$.

**Support function over-approximation.** Support functions, as a more general convex representation class, may also be used as range over-approximations. The TM flowpipe can be over-approximated by its convex hull whose support function $\rho_{\text{Conv}(F)} : \mathbb{R}^n \to \mathbb{R}$ can be represented by the following optimization problem

$$\sup \{\vec{l}^T \cdot \vec{x} \} \quad \text{subject to} \quad \vec{x} = p(\vec{x}_0, t) + \vec{y} \land \vec{x}_0 \in X_0 \land t \in [0, \delta] \land \vec{y} \in I$$

Then the support function value $\rho_{\text{Conv}(F)}(\vec{l})$ for some $\vec{l} \in \mathbb{R}^n$ can be obtained by solving the above problem. As we mentioned before, the solution is often hard to compute, however we may use interval arithmetic to derive a value which is larger than the exact one.
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We consider the following classes of the guard set. (i) When the guard is defined by only linear polynomial inequalities, then it is a polyhedron. We may apply the existing algorithms to derive a superset of the range over-approximation/guard intersection \cite{BT00, GL08, Le09, ASB10}. (ii) If the guard set is defined by non-linear inequalities, we may use ICP to contract the range over-approximation according to the guard. Since a range over-approximation has a simpler representation than the TM flowpipe, the task is easier than computing a domain contraction in general.

At last, we need to represent the intersection by a TM. To do so, we may first over-approximate the intersection by a zonotope and then translate it into an order 1 TM. An algorithm will be given in the next section.

The advantage of range over-approximation over domain contraction is that the final intersection over-approximation could be made entirely lie in the guard set based on a properly selected template.

Combine the use of domain contraction and range over-approximation. The techniques of domain contraction and range over-approximation can be used in a combination. We may first perform a domain contraction and then compute an over-approximation for the TM range over the contracted domain. If the domain is considerably contracted in the first step, we could cut off the overestimation that lies in the guard set but can not be excluded by only using the range over-approximation method. The main idea is illustrated in Figure 4.9.

4.4 Intersection aggregation

When a flowpipe/guard intersection is computed, we compute its image under the reset mapping of the jump, and the result is the initial set in the next mode. When there are several flowpipe over-approximations intersects the guard, then we have to compute an initial set in the next mode for each of them. If we do so, the number of the initial sets after several jumps may become prohibitively great, and it causes a huge computational burden. To avoid it, we consider to cluster those intersection pieces by one set and then transform it into a TM. Then, in the next mode, we only have one initial set. Hence, we use the following steps to over-approximate the reachable set under a jump.
(1) Use domain contraction as well as range over-approximation to compute TMs for flowpipe/guard intersections.

(2) Compute a TM over-approximation $T$ for the union of those TMs.

(3) Compute the image of $T$ under the reset mapping by TM arithmetic. The result is the initial set of the next mode.

Since TMs are not closed under union, it is hard to find the best TM for the union set. In the following content, we present several methods which try to obtain an accurate TM over-approximation. The main idea of them is to first derive a parallelotopic over-approximation and then equivalently translate it into a TM.

### 4.4.1 Aggregation by an oriented rectangular hull

The over-approximation is computed as a hyper-rectangle whose orientation is determined by means of Principal Component Analysis (PCA) \cite{jolliffe05}, and then translate the hyper-rectangle into a TM.

The technique of PCA is used to find uncorrelated variables which are called principal components to represent a set of data which are originally described by a larger number of variables. Here, we try to obtain an orientation which consists of $n$ orthogonal vectors $\vec{l}_1, \ldots, \vec{l}_n \in \mathbb{R}^n$ for a finite set of samples (points, vectors) $\vec{s}_1, \ldots, \vec{s}_m$ in the space $\mathbb{R}^n$, such that an over-approximate hyper-rectangle $\Omega$ of the sample set can be computed as the following $\mathcal{H}$-polytope

$$
\Omega : (\vec{l}_1^T, \ldots, \vec{l}_n^T, -\vec{l}_1^T, \ldots, -\vec{l}_n^T) \cdot \vec{x} \leq (a_1, \ldots, a_n, b_1, \ldots, b_n)
$$

wherein

- $a_i = \sup \{\vec{l}_i^T \cdot \vec{x}\} \text{ subject to } \vec{x} \in \{\vec{s}_1, \ldots, \vec{s}_m\}$
- $b_i = \sup \{-\vec{l}_i^T \cdot \vec{x}\} \text{ subject to } \vec{x} \in \{\vec{s}_1, \ldots, \vec{s}_m\}$

for $1 \leq i \leq n$. By using PCA, the hyper-rectangle $\Omega$ is usually with a good accuracy. We introduce the basic steps to compute the orientation.

**Step 1: Compute the sampling matrix.** The samples $\vec{s}_1, \ldots, \vec{s}_m$ are organized as an $n \times m$ matrix

$$
M_S = \begin{pmatrix}
\vec{s}_1[1] & \vec{s}_2[1] & \cdots & \vec{s}_m[1] \\
\vec{s}_1[2] & \vec{s}_2[2] & \cdots & \vec{s}_m[2] \\
\vdots & \vdots & \ddots & \vdots \\
\vec{s}_1[n] & \vec{s}_2[n] & \cdots & \vec{s}_m[n]
\end{pmatrix}
$$

Then the sampling matrix $\overline{M}_S$ is computed by subtracting $\bar{\vec{s}}$ which is the arithmetic mean of $\vec{s}_1, \ldots, \vec{s}_m$ from every column of $M_S$. That is, we shift those samples such that the arithmetic mean of them becomes zero.

**Step 2: Compute the covariance matrix.** The covariance matrix $M_{Cov}$ of $\overline{M}_S$ is computed as

$$
M_{Cov} = \frac{1}{m-1} \cdot \overline{M}_S \cdot \overline{M}_S^T
$$
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which is a symmetric matrix. The entry in the $i$-th row and $j$-th column of $M_{Cov}$ is the covariance of the $i$-th and $j$-th variables. Intuitively, it tells how well the change in the two dimensions are correlated.

**Step 3: Singular Value Decomposition of the covariance matrix.** By computing the Singular Value Decomposition (SVD) of $M_{Cov}$, i.e.,

$$M_{Cov} = U \cdot \Sigma \cdot V^T$$

we obtain a matrix $U$ whose columns provide an orientation.

**Example 4.4.1.** We give an example of using PCA to compute a rectangular over-approximation for the sample set

$$S = \{(1,3), (2.5,2.5), (1.6,2), (-1,-1.3), (-3.5,-4), (0,0.5), (-1.2,-0.3), (1,-0.3)\}$$

The sampling matrix as well as the covariance matrix are computed as

$$M_S = \begin{pmatrix} 0.95 & 2.45 & 1.55 & -1.05 & -3.55 & -0.05 & -1.25 & 0.95 \\ 2.7375 & 2.2375 & 1.7375 & -1.5625 & -4.2625 & 0.2375 & -0.5625 & -0.5625 \end{pmatrix}$$

and

$$M_{Cov} = \begin{pmatrix} 3.64000000000000 & 3.957857142857143 \\ 3.957857142857143 & 5.259821428571429 \end{pmatrix}$$

By computing the SVD of $M_{Cov}$, we obtain the orientation

$$\vec{l}_1 = (-0.632266098585395, -0.774751302405877)$$

$$\vec{l}_2 = (-0.774751302405877, 0.632266098585395)$$

The resulting rectangular over-approximation is shown in Figure 4.10. Obviously, it is much more accurate than an interval over-approximation, i.e., a box which is axis-aligned.

We give our method for intersection aggregation using PCA.

1. Compute a set of samples from the intersection over-approximations. The number of those samples is not necessarily exponential in the dimension number $n$ but should be sufficient to reflect the distribution of the intersections.

2. Use PCA to find a proper orientation $\vec{l}_1, \ldots, \vec{l}_n \in \mathbb{R}^n$.

3. Compute a $\mathcal{H}$-polytope according to the template $\vec{l}_1, \ldots, \vec{l}_n, -\vec{l}_1, \ldots, -\vec{l}_n$ such that it contains all of the intersection over-approximations.

A key task here is the sample selection. Different from the relate work [SK03, Alt10, CA11], we consider to compute a smaller number of sample points in the following situations.

**Intersection over-approximations are given by TMs.** Given that an intersection over-approximation is of the form $(p(\vec{x}_0,t), I)$ wherein $\vec{x}_0 \in X'_0$, $t \in [t_h, t_l]$ such that $X'_0$ is an interval. We may simply compute the point $\vec{s} = p(\vec{c}, \eta) + \vec{y}$ wherein $\vec{c} = \text{Mid}(X'_0)$, $\eta = \frac{t_h + t_l}{2}$ and $\vec{y} = \text{Mid}(I)$ as the sample of the TM. Then we only need $N$ samples for $N$ intersections. Such a method may work fine if the over-approximation sets are of similar sizes. Otherwise we may select more samples near the surface of the TM. For example, we may first collect the facet centers of the box $X'_0 \times [t_h, t_l]$ and then compute the samples as their images under the polynomial mapping $p$. 
**Example 4.4.2.** We consider a simple hybrid automaton which consists of three variables, two modes and one jump. The continuous dynamics in the first mode $\ell_1$ is given by

$$
\begin{align*}
\dot{x} & = -9 \cdot (x - 2) - 7 \cdot (y + 2) + (z - 1) + 0.2 \cdot (x - 2) \cdot (y + 2) \\
& \quad + 0.1 \cdot (y + 2) \cdot (z - 1) + 0.1 \cdot (x - 2) \cdot (z - 1) + 0.5 \cdot (z - 1)^2 \\
\dot{y} & = 6 \cdot (x - 2) + 4 \cdot (y + 2) + (z - 1) \\
\dot{z} & = 3 \cdot (x - 2) + 2 \cdot (y + 2) - 2.5 \cdot (z - 1)
\end{align*}
$$

and the one in the second mode $\ell_2$ is

$$
\begin{align*}
\dot{x} & = 2.2x + 3.6y + 3.9z \\
\dot{y} & = 3x + 2.4y + 3.4z - 0.01x^2 \\
\dot{z} & = -5x - 5.4y - 6.7z
\end{align*}
$$

The only jump leads the system to transit from $\ell_1$ to $\ell_2$. The jump guard is defined by the box

$$
\mathcal{G} = \{(x, y, z) \mid x \in [1.7, 2.3] \land y \in [-2.3, -1.7] \land z \in [0.7, 1.3]\}
$$
4.4. INTERSECTION AGGREGATION

(a) Projection in the $x$-$y$ plane

(b) Projection in the $y$-$z$ plane

Figure 4.11: Rectangular aggregation for the flowpipe/guard intersections

and the reset mapping is identity. We consider the initial set $\langle \ell_0, X_0 \rangle$ wherein

$$X_0 = \{ (x, y, z) \mid x \in [3, 3.2] \land y \in [-3, -2.8] \land z \in [1.3, 1.5] \}$$

and the time horizon $[0, 1]$. We over-approximate the flowpipe/guard intersections by boxes, and by selecting the points according to the sampling directions

$$(1, 0, 0), \ (0, 1, 0), \ (0, 0, 1), \ (-1, 0, 0), \ (0, -1, 0), \ (0, 0, -1)$$

we obtain the following orientation.

$$\vec{l}_1 = (-0.688973, 0.712329, -0.133803)$$
$$\vec{l}_2 = (-0.259278, -0.414624, -0.872274)$$
$$\vec{l}_3 = (0.676824, 0.566281, -0.470356)$$

The total time cost is nearly 7 seconds. Figure 4.11 shows the rectangular aggregation.

Unfortunately, the time cost of the PCA method can hardly be reduced. Firstly, the number of the samples should be enough to reflect the distribution of the points in the intersections. Secondly, we need to compute the SVD of an $n \times n$ matrix. On the other hand, an ill-oriented rectangular aggregation could also be generated by PCA when the intersections do not show a clear orientation. For example, the flowpipe/guard intersections in the above example have an apparent orientation in the subspace of $x$-$y$ but not in the subspaces of $y$-$z$ and $x$-$z$, then the aggregation is too conservative in some directions.

**Translate a $\mathcal{H}$-represented hyper-rectangle into a TM.** When a rectangular aggregation is computed, we show that its equivalent translation to an order 1 TM is not hard. Given a hyper-rectangle in $\mathbb{R}^n$,

$$\Omega : (\vec{l}_1^T, \ldots, \vec{l}_n^T, -\vec{l}_1^T, \ldots, -\vec{l}_n^T) \cdot \vec{x} \leq (a_1, \ldots, a_n, b_1, \ldots, b_n)$$

wherein $\vec{l}_1, \ldots, \vec{l}_n$ are orthogonal to each other. We want to compute a TM $(p(\vec{\sigma}), [0, 0]^n)$ wherein $\vec{\sigma} \in [-1, 1]^n$ and its range is $\Omega$. The reason to use such a TM form is that every
TM over an interval domain can be equivalently transformed to it by a change of basis. Firstly, we assume that Ω is full-dimensional. The translation is no more than computing a G-representation for Ω, i.e., finding the point \( \tilde{c} \) as well as \( n \) orthogonal vectors \( \tilde{g}_1, \ldots, \tilde{g}_n \) such that

\[
\Omega = \{ \tilde{c} + \sum_{i=1}^{n} \sigma_i \cdot \tilde{g}_i \mid \tilde{\sigma} \in [-1,1]^n \}
\]

The above representation may be reformulated as

\[
\Omega = \{ \tilde{c} + M_g \cdot \tilde{\sigma} \mid \tilde{\sigma} \in [-1,1]^n \}
\]

wherein \( M_g = (\tilde{g}_1^T, \ldots, \tilde{g}_n^T)^T \).

The point \( \tilde{c} \) is the geometric center of \( \Omega \) and it can be obtained by solving the following system of linear equations

\[
\begin{bmatrix}
\tilde{l}_1^T \cdot \tilde{x} = \frac{a_1-b_1}{2} \\
\tilde{l}_2^T \cdot \tilde{x} = \frac{a_2-b_2}{2} \\
\vdots \\
\tilde{l}_n^T \cdot \tilde{x} = \frac{a_n-b_n}{2}
\end{bmatrix}
\]

Then a H-representation of the recentered hyper-rectangle \( \Omega' = \{ M_g \cdot \tilde{\sigma} \mid \tilde{\sigma} \in [-1,1]^n \} \) can be computed as

\[
(\tilde{l}_1^T, \ldots, \tilde{l}_n^T, -\tilde{l}_1^T, \ldots, -\tilde{l}_n^T) \cdot \tilde{x} \leq (\lambda_1, \ldots, \lambda_n, \lambda_1, \ldots, \lambda_n)
\]

(4.3)

wherein

\[
(\lambda_1, \ldots, \lambda_n, \lambda_1, \ldots, \lambda_n) = (a_1, \ldots, a_n, b_1, \ldots, b_n) - (\tilde{l}_1^T, \ldots, \tilde{l}_n^T, -\tilde{l}_1^T, \ldots, -\tilde{l}_n^T) \cdot \tilde{c}
\]

If we reformulate the H-representation (4.3) by

\[
(\lambda_1^{-1} \cdot \tilde{l}_1^T, \ldots, \lambda_n^{-1} \cdot \tilde{l}_n^T, -\lambda_1^{-1} \cdot \tilde{l}_1^T, \ldots, -\lambda_n^{-1} \cdot \tilde{l}_n^T) \cdot \tilde{x} \leq (1, \ldots, 1)
\]

the matrix \( (\lambda_1^{-1} \cdot \tilde{l}_1^T, \ldots, \lambda_n^{-1} \cdot \tilde{l}_n^T) \) defines a linear mapping from \( \Omega' \) to \([-1,1]^n\), i.e.,

\[
(\lambda_1^{-1} \cdot \tilde{l}_1^T, \ldots, \lambda_n^{-1} \cdot \tilde{l}_n^T) \cdot \Omega' = [-1,1]^n
\]

Henceforth, the matrix \( M_g \) can be derived as the inverse of \( (\lambda_1^{-1} \cdot \tilde{l}_1^T, \ldots, \lambda_n^{-1} \cdot \tilde{l}_n^T) \).

When \( \Omega \) is not full-dimensional, there will be \( k \) different indices \( 1 \leq i_1, \ldots, i_k \leq n \) such that \( \lambda_{i_1} = \cdots = \lambda_{i_k} = 0 \). Then we only need \( n-k \) generators to represent \( \Omega \) and they are given by the columns of \( M_g \) with the indices not in \( \{i_1, \ldots, i_k\} \). We may still use the above method to compute the center \( \tilde{c} \) as well as the matrix \( M_g \) except that the values of \( \lambda_{i_1}^{-1}, \ldots, \lambda_{i_k}^{-1} \) are set by 1 during the computation.

The translation method can be extended to deal with paralleloptopes. In that case, the vectors \( \tilde{l}_1, \ldots, \tilde{l}_n \) are not necessarily orthogonal but should be linearly independent.

**Example 4.4.3.** Given a paralleloptope

\[
P : \begin{pmatrix} 1 & 2 & 0 \\
0 & 1 & 1 \\
2 & 1 & 1 \\
-1 & -2 & 0 \\
0 & -1 & -1 \\
-2 & -1 & -1 \end{pmatrix} \cdot \begin{pmatrix} x \\
y \\
z \end{pmatrix} \leq \begin{pmatrix} 5 \\
8 \\
6 \\
-3 \\
-7 \\
-2 \end{pmatrix}
\]
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The center can be computed as $\vec{c} = (-1.75, 2.875, 4.625)$. Then we obtain the values $\lambda_1 = 1$, $\lambda_2 = 0.5$, $\lambda_3 = 2$, and the matrix $M_g$ is

$$M_g = \begin{pmatrix} 0 & -0.25 & 1 \\ 0.5 & 0.125 & -0.5 \\ -0.5 & 0.375 & 0.5 \end{pmatrix}$$

Therefore, the TM representation for $P$ is obtained as

$$\begin{pmatrix} -0.25\sigma_2 + \sigma_3 \\ 0.5\sigma_1 + 0.125\sigma_2 - 0.5\sigma_3 \\ -0.5\sigma_1 + 0.375\sigma_2 + 0.5\sigma_3 \end{pmatrix}, \begin{pmatrix} 0,0 \\ 0,0 \\ 0,0 \end{pmatrix}$$

wherein $\sigma_1, \sigma_2, \sigma_3 \in [-1,1]$

On the other hand, for a parallelotope which is not full-dimensional,

$$Q: \begin{pmatrix} 1 & 2 & 0 \\ 0 & 1 & 1 \\ 2 & 1 & 1 \\ -1 & -2 & 0 \\ 0 & -1 & -1 \\ -2 & -1 & -1 \end{pmatrix} \begin{pmatrix} x \\ y \\ z \end{pmatrix} \leq \begin{pmatrix} 5 \\ 8 \\ 6 \\ -5 \\ -7 \\ -2 \end{pmatrix}$$

we may just take $\lambda_1^{-1} = 1$ and obtain the same matrix $M_g$ as the above one, nevertheless the first column of it will not be taken into account. Therefore the resulting TM is

$$\begin{pmatrix} -0.25\sigma_2 + \sigma_3 \\ 0.125\sigma_2 - 0.5\sigma_3 \\ 0.375\sigma_2 + 0.5\sigma_3 \end{pmatrix}, \begin{pmatrix} 0,0 \\ 0,0 \\ 0,0 \end{pmatrix}$$

wherein $\sigma_2, \sigma_3 \in [-1,1]$

In other words, the variable $\sigma_1$ is a dummy variable.

4.4.2 Aggregation by a parallelotope

As we pointed out previously, PCA might not work well when the intersections do not show a clear orientation. In that case, we consider to compute a general parallelotopic aggregation by determining the template based on a set of critical directions. The reason to take parallelotopes is twofold. Firstly, their translations to order 1 TMs are relatively easy. Secondly, we only need to solve $2^n$ optimization problems to compute the $H$-representation of a parallelotope.

In most safety verification tasks, we want the overestimation limited along some nonzero vectors. That is, we do not want the overestimation to grow towards the unsafe set. We call those vectors critical directions. For example, the boxes in Figure 4.12 are the set of intersection over-approximations to aggregate, and we want to limit the resulting overestimation in the direction given by the vector $\vec{l}$. An effective way to do so is taking $\vec{l}$ as well as $-\vec{l}$ in the template of the aggregation parallelotope. Since the lengths of critical directions are not concerned, we just assume that all critical directions are given by normalized vectors.
How to choose the critical directions? The critical directions could be obtained from several sources. For example, in order to make the aggregation set stay as much as possible in the guard and the mode invariant, we may pick $\frac{\vec{l}}{||\vec{l}||}$ as a critical direction for each linear constraint $\vec{l}^T \cdot \vec{x} \leq b$ in the definition of them. The critical directions related to an unsafe set can be selected in a similar way. Besides, we may also compute some directions according to the invariant set of the next mode. Some ideas of over-approximation refinement by using redundant constraints [ADMT10] could be adapted to finding critical directions.

Template determination. We present our algorithm to determine a paralleloptopic template in the space $\mathbb{R}^n$. We seek to select $n$ linearly independent vectors from a provided set $L$ of critical directions. Assume that the intersection over-approximations form the set $S \subseteq \mathbb{R}^n$, the vectors are chosen based on the following criteria.

(a) The selected vectors should be as orthogonal as possible. More precisely, we want to minimize the absolute value of the cosine of the angle between any two selected vectors $\vec{l}, \vec{l}'$, that is $|\cos(\theta)| = \frac{|\vec{l}^T \cdot \vec{l}'|}{||\vec{l}|| \cdot ||\vec{l}'||}$. The purpose of it is to prevent the resulting paralleloptope from having too sharp corners which often lead to large overestimation. We illustrate two examples in Figure 4.13. We use $\theta_1$ and $\theta_2$ to denote the angles between the selected vectors for $P_1$ and $P_2$ respectively, and have that $|\cos(\theta_1)| = 0$ and $|\cos(\theta_2)| = \frac{1}{\sqrt{2}}$.

(b) For a selected vector $\vec{l}$, we want to make the value $|\rho_S(\vec{l}) + \rho_S(-\vec{l})|$ as small as possible. More intuitively, the value gives the width of $S$ measured along the direction $\vec{l}$ or $-\vec{l}$. The purpose of it is to wrap the set $S$ in its thinnest orientation. As an example, consider the set $S$ shown in Figure 4.13, we will choose the vector $(\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2})$ when the candidates are given by $(\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}), (\frac{\sqrt{2}}{2}, -\frac{\sqrt{2}}{2}), (1, 0)$ and $(0, 1)$. Although such a width can not be computed exactly in some situations, we may compute an approximation of it.

Unfortunately, the conditions (a) and (b) can not be fulfilled at the same time in general, our algorithm iteratively choose $n$ vectors from the critical direction set. In the $i$-th iteration, for $1 \leq i \leq n$, assume that $\vec{l}_1, \ldots, \vec{l}_{i-1}$ are the already selected vectors, and the remaining critical directions are given by the set $L$, we do the following steps.
4.4. INTERSECTION AGGREGATION

1. For each vector $\vec{v} \in \mathcal{L}$, we compute the value
   \[ \mu(\vec{v}) = (1 - |\vec{l}_1^T \cdot \vec{v}|) \cdot (1 - |\vec{l}_2^T \cdot \vec{v}|) \cdot \ldots \cdot (1 - |\vec{l}_{i-1}^T \cdot \vec{v}|) \]
   and then obtain the maximum value $\mu_{\max} = \{ \mu(\vec{v}) \mid \vec{v} \in \mathcal{L} \}$. We collect the vectors $\vec{v} \in \mathcal{L}$ such that $\mu(\vec{v}) = \mu_{\max}$ by the set $\mathcal{L}_c$. Note that the value of $\mu(\vec{v})$ reflects the orthogonality of the vectors $\vec{l}_1, \ldots, \vec{l}_{i-1}$ and $\vec{v}$. If all of them are orthogonal to each other, then we have that $\mu(\vec{v}) = 1$. When any two vectors of them as well as their inverses form a sharp angle, then the value of $\mu(\vec{v})$ will not be high.

2. The $i$-th vector $\vec{l}_i$ is selected as the one $\vec{v} \in \mathcal{L}_c$ such that $|\rho_S(\vec{v}) + \rho_S(-\vec{v})|$ is minimum among all vectors in $\mathcal{L}_c$.

The above iterations can be carried out very efficiently. We may compute all of the dot products of two critical directions in advance, and keep them in a hash table. We may also associate priorities with the critical directions. For example, assume that the linear constraints $\vec{l}_1^T \cdot \vec{x} \leq b_1, \ldots, \vec{l}_m^T \cdot \vec{x} \leq b_m$ are defining the guard or the mode invariant. For two critical directions $\vec{l}_i, \vec{l}_j \in \{ \vec{l}_1, \ldots, \vec{l}_m \}$, we consider the priority of $\vec{l}_i$ higher than that of $\vec{l}_j$ if the boundary $\vec{l}_i^T \cdot \vec{x} = b_i$ intersects the TM flowpipes but $\vec{l}_j^T \cdot \vec{x} = b_j$ does not. Such priorities may also be specified by users.

**Example 4.4.4.** We consider the set of flowpipe/guard intersections in Example 4.4.2. This time we try to compute a parallelotopic aggregation based on the following critical direction set.

\[
\{ (1, 0, 0), (0, 1, 0), (0, 0, 1), \left( \frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}, 0 \right), \left( \frac{\sqrt{2}}{2}, -\frac{\sqrt{2}}{2}, 0 \right), \\
(0, \frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}), (0, \frac{\sqrt{2}}{2}, -\frac{\sqrt{2}}{2}), (\frac{\sqrt{2}}{2}, 0, \frac{\sqrt{2}}{2}), (\frac{\sqrt{2}}{2}, 0, -\frac{\sqrt{2}}{2}) \}
\]

The selected vectors are (in the order of their selection) $\left( \frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}, 0 \right)$, $(0, 0, 1)$ and $\left( \frac{\sqrt{2}}{2}, -\frac{\sqrt{2}}{2}, 0 \right)$. A visualization of the aggregation set as well as the intersection over-approximations is given by Figure 4.14. The total time cost is less than 1 second.
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(a) Projection in the $x$-$y$ plane

(b) Projection in the $y$-$z$ plane

Figure 4.14: Parallelotopic aggregation computed by selecting critical directions

Hence, a simple way to improve the overall accuracy could be providing sufficiently many critical directions. Besides the definition of guards, invariants and unsafe sets, those vectors may also be derived from the study of the flow direction in the current mode.

4.4.3 More representations for aggregation

Since an $n$-dimensional parallelotope only has $2n$ facets, it can only tightly enclose the over-approximated set in at most $2n$ directions. A better choice could be general zonotopes, since we are able to specify more generators. We may use the method described in Section 4.3.2.

Another feasible way to improve the accuracy could be using polytopes. Although we are not able to exactly represent a polytope by a TM over an interval domain, it can be viewed as an intersection of finitely many parallelotopes. Then we may keep the TM translations of those parallelotopes as a tuple, and apply flowpipe construction to each component individually. Such a flowpipe over-approximation intersects a set when every component has a non-empty intersection with the set. Although the method requires to keep a list of TMs for a flowpipe, the number of them is bounded by the number of halfspaces defining the polytope.

Besides, it is also possible to consider more general aggregation sets, for example, TMs. In order to achieve an acceptable efficiency, we need to provide a template for the TM aggregation. For example, we may bound the order of the TM by some integer $k > 0$, specify the remainder as $[0,0]^n$ and the domain as the unit box $[-1,1]^d$ for some $n,d > 0$. Then there could be $n \cdot \binom{d+k}{k}$ coefficients which may be expressed in terms of a set of unknown parameters $\lambda_1, \ldots, \lambda_q$ such that $q$ could be much smaller than the number of the coefficients. Hence, we may formulate the TM aggregation problem as finding $\lambda_1 \in I_1, \ldots, \lambda_q \in I_q$ with user-specified sets $I_1, \ldots, I_q \subseteq \mathbb{R}$, such that the intersection over-approximations are contained in the range of the TM $(p(\bar{x}_0, \lambda_1, \ldots, \lambda_q), [0,0]^n)$ with $\bar{x}_0 \in [-1,1]^d$. 

4.5 Applications

In this section, we apply our techniques for computing TM flowpipes to several hybrid system case studies. We start with some simple examples.

4.5.1 Simple examples

**Bouncing ball with air friction.** We revisit the model of a bouncing ball with air friction which is shown in Example 4.1.2. We compute the TM flowpipes for the model within the maximum jump depth 10, and the octagon enclosures of the TM flowpipes are given in Figure 4.15.

2-dimensional stable system. We consider an artificial system which is described by the hybrid automaton shown in Figure 4.16. The continuous dynamics in the location \( \ell_1 \) is unstable, but whole system is stable. We want to study the behavior of the system in the time horizon \([0, 20]\) from the initial set \( \langle \ell_1, X_0 \rangle \) wherein
\[
X_0 = \{ (x, y) | x \in [0.9, 1.1] \land y \in [-1.1, -0.9] \}.
\]
After performing the flowpipe construction, we obtain the TM flowpipes shown in Figure 4.17.

3-dimensional stable system. We revisit the hybrid automaton given in Example 4.4.2. This time we perform the TM flowpipe construction from a larger initial set \( \langle \ell_1, X_0' \rangle \) wherein
\[
X_0' = \{ (x, y, z) | x \in [3, 3.5] \land y \in [-3, -2.5] \land z \in [1, 1.5] \}
\]
for the time horizon \([0, 10]\). The resulting TM flowpipes are presented in Figure 4.18.
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\[ \dot{x} = -y \]
\[ \dot{y} = x^2 \]
\[ x - y \geq -3 \]

\[ \ell_1 \]

\[ \dot{x} = -y \]
\[ \dot{y} = x^3 \]
\[ -2 \leq y \leq 3 \]

\[ \ell_2 \]

Figure 4.16: Hybrid automaton of the 2-dimensional stable system

\[ x \in [0.9, 1.1] \]
\[ y \in [-1.1, -0.9] \]

\[ x - y = -3 \]

\[ y = -2 \]

Non-holonomic integrator. We consider a simplified version of the hybrid control for Brockett’s non-holonomic integrator [HM99, Lib03, GHT+04]. It is a 3-dimensional system whose dynamics is given by

\[
\begin{cases}
\dot{x} = u \\
\dot{y} = v \\
\dot{z} = x \cdot v - y \cdot u
\end{cases}
\]

wherein \( u, v \) are the control inputs

\[
\begin{cases}
1, & x^2 + y^2 \leq |z| \\
-x + \frac{2y \cdot z}{x^2 + y^2}, & x^2 + y^2 > |z|
\end{cases}
\]

\[
\begin{cases}
1, & x^2 + y^2 \leq |z| \\
-y + \frac{2x \cdot z}{x^2 + y^2}, & x^2 + y^2 > |z|
\end{cases}
\]

which are designed to asymptotically stabilize the system. We start with the initial condition \( x = 0, y = 0 \) and \( z \in [14.9, 15.1] \), and perform the flowpipe construction for the time horizon \([0, 7.5]\). The TM flowpipes are illustrated in Figure 4.19 where we can see that they are converging to the origin.

Figure 4.17: Flowpipe over-approximations of the 2-dimensional stable system

Figure 4.19: TM flowpipes for the non-holonomic integrator
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(a) Projection in the $x$-$y$ plane

(b) Projection in the $y$-$z$ plane

Figure 4.18: Flowpipe over-approximations of the 3-dimensional stable system

(a) Projection in the $x$-$y$ plane

(b) Projection in the $x$-$z$ plane

Figure 4.19: Flowpipe over-approximations of the non-holonomic integrator

4.5.2 Spiking neurons

We apply our reachability analysis techniques to two models of spiking neurons which are adapted from the ones presented in [Izh10].

The general dynamics of spiking neurons is defined by

\[
\begin{align*}
C \cdot \dot{v} &= k \cdot (v - v_r) \cdot (v - v_l) - u + I \\
\dot{u} &= a \cdot (b \cdot (v - v_r) - u)
\end{align*}
\]  

(4.4)

wherein the constant parameters are given by $C = 100, v_r = -60, v_l = -40, I = 70, a = 0.03$ and $b = -2$ for the first model. The value of $k$ is 0.7 when $v \leq v_l$, otherwise it is 7. Whenever the value of $v$ reaches 35, its value is reset to $-50$ and meanwhile $u$ is updated to $u + 100$. Such a model can be formalized by a hybrid automaton consists of 2 modes and 2 variables.

We consider the initial condition $v(0) \in [-61, -59], u(0) \in [-1, 1]$, and apply the TM flowpipe construction for the time horizon $[0, 1000]$. The result is presented in Figure 4.20.

As another model, we take the constants $C = 100, k = 1, v_r = -56, v_l = -42, I = 300, a = 0.03$ and $b = 8$. The values of $v, u$ are reset to $-53 + 0.04 \cdot u$ and $u + 20$ respectively when $v \geq 40 - 0.1 \cdot u$. This time we take the initial condition $v(0) \in [-50.5, -49.5]$. 

4.5.3 Inverted pendulum

Stabilizing an inverted pendulum on a cart is a popular case study in controller synthesis [AF00]. Here we try to over-approximate the behavior of the model under one control strategy. As it is shown in Figure 4.22, the control input $F$ is designed to regulate the pendulum to the upright position, i.e., $\theta = 0$ as well as $\dot{\theta} = 0$. The motion of the model can be described by

$$J \cdot \ddot{\theta} = m \cdot l \cdot g \cdot \sin(\theta) - m \cdot l \cdot \cos(\theta) \cdot F$$

wherein $J$ is the moment of inertia with respect to the pivot point, $m$ is the mass of the pendulum, $l$ is the length of the rod, and $g$ is the gravitational acceleration. For simplicity,
we set $J = 1$, $m = \frac{1}{g}$, $l = 1$, and denote $\frac{F}{g}$ by $u$. Then the following ODE is obtained

$$\begin{cases} \dot{\theta} &= \omega \\ \dot{\omega} &= \sin(\theta) - \cos(\theta) \cdot u \end{cases}$$

To stabilize the pendulum in the upright position, we apply the following switching strategy to $u$,

$$u = \begin{cases} \frac{2\omega + \theta + \sin(\theta)}{\cos(\theta)}, & E \in [-1, 1], |\omega| + |\theta| \leq 1.85 \\ 0, & E \in [-1, 1], |\omega| + |\theta| > 1.85 \\ \frac{\omega}{1 + |\omega|} \cdot \cos(\theta), & E < -1 \\ \frac{\omega}{1 + |\omega|} \cdot \cos(\theta), & E > 1 \end{cases}$$

which is designed to stabilize the pendulum energy $E = \frac{1}{2} \cdot \omega + (\cos(\theta) - 1)$ at zero. Then the motion of the controlled pendulum can then be described by a hybrid automaton. We set the initial condition as $\theta \in [1.98, 2.02]$, $\omega \in [0.48, 0.52]$ and perform the TM flowpipe construction for the time horizon $[0, 15]$. The computed TM flowpipes are given in Figure 4.23.
4.5.4 Aircraft collision avoidance maneuver

We consider a collision avoidance maneuver of two aircraft at a fixed altitude, which is given in [MT00]. In the beginning, both of the aircraft are in straight flight with a relative heading. When they come too close, i.e., the distance of them is blow a specified value, the controller will make an instantaneous heading change of 90° on both of them, and then the two aircraft will complete a π-time semicircular arc flying. Afterwards, both aircraft make another 90° instantaneous heading change and resume their headings in the very beginning. Such a system can be modeled by a hybrid automaton consists of 3 modes, as it is given in Figure 4.24. The continuous variables are listed as below.

\[ x_1, y_1 : \text{the coordinates of the first aircraft} \]

\[ \alpha_1 : \text{the heading angle of the first aircraft} \]

\[ x_2, y_2 : \text{the coordinates of the second aircraft} \]

\[ \alpha_2 : \text{the heading angle of the second aircraft} \]

\[ z : \text{timer for the semicircular arc flying} \]

The continuous dynamics of the hybrid automaton is defined by

\[
\dot{x}_1 = v_1 \cdot \cos(\alpha_1), \quad \dot{y}_1 = v_1 \cdot \sin(\alpha_1), \quad \dot{x}_2 = v_2 \cdot \cos(\alpha_2), \quad \dot{y}_2 = v_2 \cdot \sin(\alpha_2),
\]

\[
\dot{\alpha}_1 = \left\{ \begin{array}{ll}
1, & \text{in } \ell_2 \\
0, & \text{otherwise}
\end{array} \right., \quad \dot{\alpha}_2 = \left\{ \begin{array}{ll}
1, & \text{in } \ell_2 \\
0, & \text{otherwise}
\end{array} \right., \quad \dot{z} = \left\{ \begin{array}{ll}
1, & \text{in } \ell_2 \\
0, & \text{otherwise}
\end{array} \right.
\]

The angles \( \alpha_1, \alpha_2 \) as well as the timer \( z \) only change in \( \ell_2 \). The jump from \( \ell_1 \) to \( \ell_2 \) is executed when the distance between the aircraft is below \( D^2 \). It gives that the invariant of \( \ell_1 \) is defined by the constraint \( (x_1 - x_2)^2 + (y_1 - y_2)^2 \geq D^2 \), and the jump guard is defined by \( (x_1 - x_2)^2 + (y_1 - y_2)^2 = D^2 \). When the semicircular arc flying is complete, i.e., \( z = \pi \), the jump from \( \ell_2 \) to \( \ell_3 \) is executed and the heading angles are updated by

\[
\alpha'_1 := \alpha_1 - \frac{\pi}{2}, \quad \alpha'_2 := \alpha_2 - \frac{\pi}{2}
\]

We set the constant parameters as \( v_1 = 1, \ v_2 = 1, \ D = 2 \), and consider the initial condition

\[
x_1 \in [-0.1, 0.1], \ y_1 \in [-0.1, 0.1], \ x_2 \in [9.9, 10.1], \ y_2 \in [-0.1, 0.1], \]

\[
\alpha_1 = \frac{1}{4}\pi, \quad \alpha_2 = \frac{3}{4}\pi, \quad z = 0
\]
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(a) Projection in the $x_1$-$y_1$ plane

(b) Projection in the $x_2$-$y_2$ plane

Figure 4.25: Flowpipe over-approximations of the collision avoidance maneuver

The flowpipe construction result over the time interval $[0, 15]$ is presented in Figure 4.25.

4.5.5 Glycemic Control in Diabetic Patients

We study the “minimal model” defined in [BIBC79, BPC81, BFA85] for the dynamics of glucose and insulin interaction in the blood system. It is described by the following ODE.

\[
\begin{align*}
\dot{G} &= -p_1 \cdot G - X \cdot (G + G_B) + P \\
\dot{X} &= -p_2 \cdot X + p_3 \cdot I \\
\dot{I} &= -n \cdot (I + I_B) + \frac{u}{V_I}
\end{align*}
\]

wherein $p_1, p_2, p_3$ are constant parameters whose typical values are $p_1 = 0 \text{ min}^{-1}$, $p_2 = 0.025 \text{ min}^{-1}$ and $p_3 = 0.013 \text{ min}^{-2} \text{ U}^{-1} \text{ L}$. The values of $G_B$ and $I_B$ are the basal values of plasma glucose concentration and free plasma insulin concentration respectively, and they are given by $G_B = 4.5 \text{ mmol L}^{-1}$, $I_B = 0.015 \text{ U L}^{-1}$. The constant $V_I$ is the insulin distribution volume, and the value of $n$ denotes the fractional disappearance rate of insulin. We take their values as $V_I = 12 \text{ L}$ and $n = \frac{5}{54} \text{ min}^{-1}$. The remaining parameters are variables, their meanings are given as below.

- $G$: the difference of plasma glucose concentration
- $I$: the free plasma insulin concentration
- $X$: the insulin concentration in an interstitial chamber
- $P$: the rate of infusion of exogeneous glucose
- $u$: the rate of infusion of exogeneous insulin

We use the definition $P = 0.5 \cdot \exp(-0.05 \cdot t)$ given in [Eis91] for the rate of insulin infusion, and consider three different strategies for the insulin delivery rate $u$.

**Strategy I** is the glucose control described in [CKBC84]. The rate $u$ is $0.5 \text{ U h}^{-1}$ when $G < 4 \text{ mmol L}^{-1}$, and it is $2.5 \text{ U h}^{-1}$ when $G > 8 \text{ mmol L}^{-1}$. If $G$ is between 4 and 8 mmol L$^{-1}$, we use $u = (0.5 \cdot G - 1.5) \text{ U h}^{-1}$.

**Strategy II** is taken from [FKSC85], it is similar to the first strategy but considers the glucose rates 2 and 12 mmol L$^{-1}$. That is, we set $u = 0.5 \text{ U h}^{-1}$ when $G < 2 \text{ mmol L}^{-1}$,
and \( u = 2.5 \text{ U h}^{-1} \) when \( G > 12 \text{ mmol L}^{-1} \). For that \( G \) is between 2 and 12 mmol L\(^{-1}\), \( u \) is defined by \((0.2 \cdot G + 0.1) \text{ U h}^{-1}\).

In order to better stabilize the glucose level, a better designed control strategy is presented in [FKSC85]. We call it **Strategy III**. The controller reads the value of \( G \) in the beginning of every 3 hours and do the following job. If \( G \geq 6 \text{ mmol L}^{-1} \), then we use the input rate \( u = G \cdot (0.41 - 0.0094 \cdot G) \text{ U min}^{-1} \). Otherwise \( u \) is set to be the linear form \( 0.007533 \cdot (1 + 0.22 \cdot G) \text{ U min}^{-1} \).

The initial condition under our consideration is given by \( G(0) \in [13, 14], \ X(0) = 0, \ I(0) = 0.5 \).

Figure 4.26 illustrate the TM flowpipes computed in the time horizon \([0, 720]\) for the model with the three control strategies respectively.

### 4.5.6 Non-linear transmission line circuits

We study a non-linear resistor circuit which is presented in Figure 4.27. It is originally considered by Chen et al. [CW00], and then adapted to be interesting hybrid case studies [RW03, Gu11]. The circuit is composed of \( (n + 1) \) non-linear resistors and the same number of capacitors. Each non-linear resistor consists of a diode and a unit resistor \((r = 1)\). For simplicity, we assume that all capacitors have unit capacitance \( C = 1 \). For
each diode, the I-V characteristic is given by $I = \exp(\alpha \cdot V) - 1$. The current source $i(t)$ in the figure is the input, and $v_1$ is the single output of the circuit. Therefore, the whole circuit system can be described by the following ODE.

\[
\begin{align*}
\dot{v}_1 &= -2 \cdot v_1 + v_2 + 2 - \exp(\alpha \cdot v_1) - \exp(\alpha \cdot (v_1 - v_2)) + i(t) \\
\dot{v}_2 &= -2 \cdot v_2 + v_1 + v_3 + \exp(\alpha \cdot (v_1 - v_2)) - \exp(\alpha \cdot (v_2 - v_3)) \\
&\quad \ldots \\
\dot{v}_{n-1} &= -2 \cdot v_{n-1} + v_{n-2} + v_n + \exp(\alpha \cdot (v_{n-2} - v_{n-1})) - \exp(\alpha \cdot (v_{n-1} - v_n)) \\
\dot{v}_n &= -v_n + v_{n-1} - 1 + \exp(\alpha \cdot (v_n - v_{n-1}))
\end{align*}
\]

In order to reduce the stiffness of the dynamics, we reduce the value of $\alpha$ from 40 to 5. Scalable continuous and hybrid benchmarks can be built based on various types of inputs. Here, we consider a discontinuous input $i(t)$ which is adapted from the one presented in [RW03].

\[
i(t) = \begin{cases} 2, & t \leq 1 \\ 3 - t, & 1 < t \leq 2 \\ 1, & t > 2 \end{cases}
\]

Then the whole system can be modeled by a hybrid automaton consists of 3 modes and $n$ variables. We consider the initial value of $v_i$ ranging in $[0, 0.02]$ for all $1 \leq i \leq n$. Figure 4.28 shows the flowpipe over-approximations computed by our techniques over the time horizon $[0, 3]$ for $n = 6$.

### 4.6 Summary

We introduce the use of TM flowpipes to over-approximate the reachable set for a non-linear hybrid automaton. Similar work can be found in [RN11] which uses Interval Taylor Series (ITS). By using TMs, we are able to avoid splitting any set in reachability analysis, and therefore can deal with some case studies with more than 5 variables. Although it requires to compute multivariate polynomials, under the help of proper simplification methods, our method can still efficiently produce an accurate result in most cases.

The applicability of a representation class could be investigated based on a large number of examples which should cover most well-known difficulties in hybrid system
reachability analysis. For example, large initial sets, high nondeterminism on jumps and so on. Since hybrid systems do not have standard benchmarks, it is also significant to propose new case studies which are adapted from industrial applications. In this chapter, we present a considerable number of examples which are taken from biology, medicine, mechanics and electricity. It can be seen that our TM flowpipe construction method has good performance over all of them. Further investigations on the applicability of TM flowpipes will be given in the next chapter.
Chapter 5

The Tool Flow*

It is important to make the Taylor model (TM) techniques presented in the thesis accessible to other people. To do so, we implement most of the introduced techniques and heuristics in a tool named Flow*. As we found few tools which can effectively deal with non-linear hybrid systems from different areas, it is also urgent for us to release the tool.

This chapter devotes a detailed description of the tool Flow* which is a reachability analyzer for non-linear hybrid systems. It is implemented in C++ based on some open source libraries such as the GNU MPFR Library and the GNU Scientific Library (GSL). Besides the techniques introduced previously, we also implement some algorithms to improve the efficiency of TM computation. The performance of Flow* is shown via comparisons with VNODE-LP, dReach and SpaceEx. Moreover, we also provide a scalability evaluation based on the non-linear transmission line circuit benchmark.

5.1 Overview

Figure 5.1 provides a bird’s view of the modules in Flow* which consists of two main parts:

- **TM related modules** - the basic computational libraries of Flow*. It includes a library of interval arithmetic, a library of TM arithmetic, and a library for computing intersections of TMs with other sets which are defined by systems of polynomial constraints.

- **Reachability related modules** - the high-level algorithms for computing flowpipe over-approximations under continuous dynamics. It also includes a parser for continuous and hybrid reachability problems as well as a parser for TM flowpipes.

The main functionality of the tool is to solve a hybrid reachability problem. However, it may also be used as a validated ODE solver, or to conservatively check the safety of given TMs. As a reachability problem solver, the tool accepts a file in which the following content should be specified.

- A hybrid automaton which is described by the language introduced in Section 5.3.
- An initial set which can be an interval or a TM in a mode of the hybrid automaton.
• An unsafe set which is defined by a system of polynomial constraints. If no unsafe set is given, the tool will not do a safety checking after the computation of TM flowpipes.

• A reachability setting which includes the time step-sizes, TM orders, remainder estimation, cutoff threshold, floating-point precision and etc.. They will be applied to the consequent reachability computation. The details will be addressed in the following sections.

After parsing the model file, the tool calls Algorithm 12 in the main loop of which the flowpipes in a location is generated by a TM integrator. As we stated in Section 3.3, a preconditioned Taylor expansion for a polynomial ODE can be generated by different schemes which are suitable to different situations. Here, Flow* provides three options, i.e., Poly ODE 1-3 which are implemented according to Approach I-III respectively presented in Section 3.3. Non-polynomial ODEs are treated separately. In each time step, we first compute a TM for the vector field, and then compute a preconditioned Taylor expansion by Approach III. After the reachability computation is accomplished, the following results will be returned by Flow*.

• A TM file. All computed TM flowpipes along with the state space specification as well as the plot setting will be stored in an output file. Such a file could be used by other tools for further analyzing the TMs. Flow* can also be used to work on those TMs again while the unsafe set or plot setting is changed.

• Result of safety checking. If an unsafe set is specified in the model file, the tool will conservatively check the safety of the computed TM flowpipes. If no TM “intersects” the unsafe set, the tool returns SAFE, otherwise the result is UNKNOWN.
• A plot file. Flow* supports computing an interval or octagon enclosure for a 2-dimensional projection of a TM flowpipe. The plot setting can be specified in the model file such. The tool will produce a Gnuplot or Matlab file for generating the figure.

To let Flow* work on a model file problem.model, one may simply execute

```
$ ./flowstar < problem.model
```

After the tool terminates, a plot file as well as a TM file are generated and placed in the subdirectory named outputs. If the plot file is for Gnuplot, then it ends with .plt, otherwise it is an m-file and is for Matlab. If the tool is not able to complete the computation, it will still output the TMs which has already been computed. Such a failure is often caused by that the tool can not find a safe remainder in an integration task.

### 5.2 Basic computational libraries

In Flow*, the library of interval arithmetic is implemented based on the GNU MPFR Library. The upper and lower bound of an interval is in type mpfr_t, and the precision can be specified by users. To take all round-off errors into account, we sometimes have to do one real operation for two times with different rounding modes. For example, in handling the interval multiplication

\[ [a, b] \cdot [c, d] = \left[ \min\{a \cdot c, a \cdot d, b \cdot c, b \cdot d\}, \max\{a \cdot c, a \cdot d, b \cdot c, b \cdot d\} \right] \]

we should round the results of all real multiplications for the low bound towards \(-\infty\), and round those for the upper bound towards \(+\infty\). In order to ensure the conservativeness of the results, we always treat real numbers as intervals. Then a polynomial in Flow* is always with interval coefficients.

A TM then is represented by a polynomial along with an interval. The TM arithmetic is no more than a combination of polynomial and interval arithmetic. As we introduced previously, the representation of a TM can be simplified by moving the “small” terms in the polynomial part into the remainder interval. Flow* accepts a user-specified value \(\varepsilon \geq 0\) which is called a cutoff threshold such that for each TM multiplication result, a polynomial term contained in \([-\varepsilon, \varepsilon]\) is removed and an interval enclosure of it is added to the remainder. Besides, to measure and control the overestimation, we also regularly narrow the coefficients in a TM to degenerate intervals.

We consider two methods to compute an interval enclosure for a polynomial \(p\) over an interval domain \(D\). In the first method, we compute a Horner form \(h\) of \(p\) by Algorithm 7 with the variables’ declaration order, and then evaluate \(h\) by interval arithmetic. However, we should not do such operation too often, since the Horner form transformation usually takes quite a while when the variables are not few. As the second method, we may equivalently transform the polynomial \(p\) into \(q\) whose domain is a unit box \([-1, 1]^n\) for some positive integer \(n\). Then the range of a monomial in \(q\) is \([-1, 1]\) if a variable in it has an odd degree, or \([0, 1]\) when any variable in it has an even degree. Then, to compute an interval for \(q\), we may just scan the degrees of the variables, compute interval enclosures for the terms, and then sum up the results. Table 5.1 shows that the second method has
The following type introduced above can be coupled directly \cite{RH80}. The composed model is described by the \textit{Lotka-Volterra model of 5 variables}.

\textbf{Example 5.2.1} (Van der Pol oscillator). A model of the Van der Pol oscillator is given by the following ODE.

\begin{equation*}
\begin{aligned}
\dot{x} &= y \\
\dot{y} &= y - x - x^2 y
\end{aligned}
\end{equation*}

The same model is also studied elsewhere \cite{ASB08,ABI10}.

\textbf{Example 5.2.2} (Coupled Van der Pol oscillator). Two Van der Pol oscillators of the type introduced above can be coupled directly \cite{RHS06}. The composed model is described by the following 4-dimensional ODE.

\begin{equation*}
\begin{aligned}
\dot{x}_1 &= y_1 \\
\dot{y}_1 &= (1 - x_1^2) \cdot y_1 - x_1 + (x_2 - x_1) \\
\dot{x}_2 &= y_2 \\
\dot{y}_2 &= (1 - x_2^2) \cdot y_2 - x_2 + (x_1 - x_2)
\end{aligned}
\end{equation*}

\textbf{Example 5.2.3} (Lotka-Volterra model of 5 variables). The 5-dimensional Lotka-Volterra model is an adaptation of the system presented in \cite{WVS06}.

\begin{equation*}
\begin{aligned}
\dot{x}_1 &= x_1 \cdot (1 - (x_1 + 0.85x_2 + 0.5x_5)) \\
\dot{x}_2 &= x_2 \cdot (1 - (x_2 + 0.85x_3 + 0.5x_1)) \\
\dot{x}_3 &= x_3 \cdot (1 - (x_3 + 0.85x_4 + 0.5x_2)) \\
\dot{x}_4 &= x_4 \cdot (1 - (x_4 + 0.85x_5 + 0.5x_3)) \\
\dot{x}_5 &= x_5 \cdot (1 - (x_5 + 0.85x_1 + 0.5x_4))
\end{aligned}
\end{equation*}
Example 5.2.4 (Biological models). Many systems in biology can be characterized by ODEs. We propose two high-dimensional models which are adapted from the biological systems presented in [KHK+05]. The first one is of 7 variables and is denoted by biological model I in Table 5.1. Its modeling ODE is given as below.

\[
\begin{align*}
\dot{x}_1 &= -0.4x_1 + 5x_3x_4 \\
\dot{x}_2 &= 0.4x_1 - x_2 \\
\dot{x}_3 &= x_2 - 5x_3x_4 \\
\dot{x}_4 &= 5x_5x_6 - 5x_3x_4 \\
\dot{x}_5 &= -5x_5x_6 + 5x_3x_4 \\
\dot{x}_6 &= 0.5x_7 - 5x_5x_6 \\
\dot{x}_7 &= -0.5x_7 + 5x_5x_6
\end{align*}
\]

The second one is even more complex. It consists of 9 variables. We denote it biological model II, the ODE is given as follows.

\[
\begin{align*}
\dot{x}_1 &= 3x_3 - x_1x_6 \\
\dot{x}_2 &= x_1 - x_2x_6 \\
\dot{x}_3 &= x_1x_6 - 3x_3 \\
\dot{x}_4 &= x_2x_6 - x_4 \\
\dot{x}_5 &= 3x_3 + 5x_1 - x_5 \\
\dot{x}_6 &= 5x_5 + 3x_3 + x_4 - x_6 \cdot (x_1 + x_2 + 2x_8 + 1) \\
\dot{x}_7 &= 5x_4 + x_2 - 0.5x_7 \\
\dot{x}_8 &= 5x_7 - 2x_6x_8 + x_9 - 0.2x_8 \\
\dot{x}_9 &= 2x_6x_8 - x_9
\end{align*}
\]

It is not difficult to find the reason. In a TM integration task, if the initial set is represented by a TM over a unit box domain, then all variables except the time variable \( t \) in the computed TM flowpipes are ranging in \([-1, 1]\). Therefore, when we treat \( t \) as an coefficient, there is no need to do the transformation in the second method.

5.3 Input language

To explicitly describe a reachability problem, the following content should be given.

5.3.1 Definition of the system

If the system is pure continuous, it is just defined by an ODE. In Flow*, an ODE should be specified in the following form.

\[
<\text{integration_scheme}>
\begin{align*}
&<\text{ODE}>
\end{align*}
\]
such that an \( n \)-dimensional ODE is given by \( n \) equations of the form \( \dot{x} = \varphi \) wherein \( x \) is a state variable, and \( \varphi \) is an expression defined by the following syntax

\[
\varphi ::= \varphi + \varphi \mid \varphi - \varphi \mid \varphi \cdot \varphi \mid \varphi \div \varphi \mid (\varphi) \mid \varphi^n \mid x \mid r
\]

wherein \( n \) is a non-negative integer and \( r \) is a rational number. The integration scheme can be any of the approaches for computing preconditioned Taylor expansions described before as well as the one for non-polynomial ODEs. As an example, the following specification tells the tool to integrate the ODE \( \dot{x} = 1 + x^2 \) using the scheme Poly ODE 2.

```plaintext
poly ode 2
{
  x' = 1 + x^2
}
```

Besides, it is also possible to associate interval time-varying uncertainties with the vector field. For example, \( \dot{x} = 1 + x^2 + [0.001,0.1] \).

When the system is a hybrid automaton, the definition is of the following form,

```plaintext
modes
{
  <mode(s)>
}
jumps
{
  <jump(s)>
}
```

such that a mode is defined in the form of

```plaintext
<mode_name>
{
  <integration_scheme>
  {
    <ODE> # continuous dynamics in the mode
  }
  inv # definition of the mode invariant
  {
    <polynomial_inequalities>
  }
}
```

wherein a polynomial inequality should be over the state variables. The definition of a jump should be given in the following form,

```plaintext
<start_mode_name> -> <end_mode_name>
guard # definition of the jump guard
{
  <polynomial_inequalities>
}
reset # definition of the reset mapping
{
  <expressions>
}
<aggregation_scheme>
```
wherein the reset mapping is polynomial but allowed to be associated with an interval uncertainty. For example, \( x' := 1 - x + [-0.05, 0.002] \) defines that the value of \( x \) is updated to the value of \( 1 - x + [-0.05, 0.002] \) after the jump. If a variable is not reset by the jump, we may just neglect it.

\texttt{FLOW*} provides two options to aggregate a set of intersection over-approximations. The option

\begin{center}
\textbf{interval aggregation}
\end{center}

tells the tool to use an interval aggregation for the jump. It simply computes an interval enclosure for all intersections. The second option is implemented based on the idea described in Section 4.4.2, it is specified by the form

\begin{center}
\textbf{parallelotope aggregation \{ <critical_directions> \}}
\end{center}

wherein the the critical directions can be specified by users, and the tool will also consider the vectors from the following set

\[
L_{\text{def}} = \left\{ (a_1, \ldots, a_n) \mid \exists i.((1 \leq i \leq n) \land (a_i = 1) \land \forall j.((j \neq i) \rightarrow (a_j = 0))) \\
\lor \exists i.\exists j.((1 \leq i < j \leq n) \land (a_i = 1) \land (a_j = 1) \lor (a_j = -1)) \\
\lor \forall k.((1 \leq k \leq n) \land (k \neq i) \land (k \neq j) \rightarrow (a_k = 0))) \right\}
\]

wherein \( n \) is the number of the state variables.

5.3.2 Initial and unsafe set

An initial set can be given by an interval or a TM. If the system is hybrid, we also need to specify an initial mode. For an interval initial set, we only need to specify the interval range for each state variable. On the other hand, for a TM one, we should first declare the variables in the polynomial part and they should be distinguished from the state variables. Then we give the TM expression. An example is given as below,

\begin{verbatim}
 tm var x0,x1,x2
 x = 1 + x1^2 - x2 + [-0.02,0.01] 
 y = x0^3 - x1 + [0,0.1] 
 x0 in [-0.2,0.2] 
 x1 in [-0.2,0.2] 
 x2 in [-0.1,0.1] 
\end{verbatim}

wherein \( x, y \) are the state variables.

The unsafe set for a reachability problem is optional in \texttt{FLOW*}. It can be defined by a system of polynomial inequalities. If the system is hybrid, we may define such a set for each mode.

5.3.3 Reachability setting

Figure 5.2 shows a typical reachability setting in \texttt{FLOW*}. The detailed explanations are given as below.

\textbf{Time step-size.} The time step-size is fixed at 0.02. For any positive numbers \( a, b \) with \( a \leq b \), users may specify
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```
setting
{
  fixed steps 0.02
  time 10  # the time horizon is [0,10]
  remainder estimation 1e-3
  identity precondition
  gnuplot octagon x,y  # produce a gnuplot file
  fixed orders 8
  cutoff 1e-15  # the cutoff threshold
  precision 53  # the precision used by MPFR library
  output result  # name of the output files
  max jumps 10  # the bound on the jump depth
  print on  # print out the computation steps
}
```

Figure 5.2: Example of reachability setting

```
adaptive steps { min a , max b }
```

to use an adaptive step-size in \([a, b]\).

**Remainder estimation.** The remainder estimation in each integration step and in each dimension is \([-0.001, 0.001]\). Since a remainder estimation is not necessarily symmetric or has the same single interval in each dimension, we may also provide an arbitrary interval, for example,

```
remainder estimation { x:[0.1,0.101] , y:[-0.01,0.06] }
```

It tells the tool to use \([0.1, 0.101]\) as the estimation in the dimension of \(x\), and \([-0.01, 0.06]\) as the estimation in the dimension of \(y\).

**Preconditioning setting.** We implemented two preconditioning techniques introduced in [MB05]. They are QR preconditioning and identity preconditioning. In the example, identity preconditioning will be used in the TM integration. To apply QR preconditioning, one may use

```
QR precondition
```

**Plot setting.** To visualize a computed TM flowpipe, FLOW* can generate interval or octagon over-approximations for its 2-dimensional projections. In the example, the projection is in the \(x\)-\(y\) plane, and the TM flowpipes will be wrapped by octagons. One may replace `gnuplot` by `matlab` to obtain a MATLAB file. To obtain a better visualization of the TMs, FLOW* may also produce a grid paving on them, for example,

```
gnuplot grid 10 x,y
```

tells the tool to produce a \(10 \times 10\) grid paving for each TM flowpipe projection.

**TM order.** The order of all TM flowpipes is 8 in the example. To perform an adaptive order, for example, ranges from 5 to 10, one may specify
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We may also let the tool adapt the orders in different dimensions independently, for example,

```
adaptive orders { min { x:5 , y:5 } , max { x:10 , y:10 } }
```

5.3.4 Examples

We present example files for both continuous and hybrid reachability problems. Firstly, we consider the lac operon model given in [KHK+05]. The behavior of the system is characterized by the following ODE.

\[
\begin{align*}
\dot{I}_i &= -2 \cdot k_3 \cdot I_i^2 \cdot k_8 \cdot R_i \cdot G^2 + 2 \cdot k_{-3} \cdot F_1 + \frac{(k_7 \cdot I_i - (k_9 + k_{-5}) \cdot I_i) \cdot k_{-2} \cdot \chi \cdot k_4 \cdot \eta \cdot (k_3 \cdot I_i^2 + \mu)}{k_7 \cdot (k_2 \cdot (k_8 \cdot R_i \cdot G^2 + \tau) + k_{-2} \cdot (k_3 \cdot I_i^2 + \mu))} \\
\dot{G} &= -2 \cdot k_8 \cdot R_i \cdot G^2 + \frac{2 \cdot k_{-8} \cdot (k_8 \cdot R_i \cdot G^2 + \tau)}{k_3 \cdot I_i^2 + \mu} + \frac{k_{-9} \cdot I_i \cdot k_{-2} \cdot \chi \cdot k_4 \cdot \eta \cdot (k_3 \cdot I_i^2 + \mu)}{k_7 \cdot (k_2 \cdot (k_8 \cdot R_i \cdot G^2 + \tau) + k_{-2} \cdot (k_3 \cdot I_i^2 + \mu))}
\end{align*}
\]

wherein \( I_i \) is the internal inducer and \( G \) is the glucose concentration. The constants are given as below.

- \( k_2 = 4 \cdot 10^5 \)
- \( k_{-2} = 0.03 \)
- \( k_3 = 0.2 \)
- \( k_{-3} = 60 \)
- \( k_4 = 1 \)
- \( k_5 = 0.6 \)
- \( k_{-5} = 0.006 \)
- \( k_6 = 3 \cdot 10^{-6} \)
- \( k_7 = 3 \cdot 10^{-6} \)
- \( k_8 = 0.03 \)
- \( k_{-8} = 1 \cdot 10^{-5} \)
- \( k_9 = 5000 \)
- \( R_i = 0.01 \)
- \( \chi = 0.002002 \)
- \( \eta = 0.005 \)
- \( F_1 = 0.0001 \)
- \( I_E = 91100 \)
- \( \tau = 0.008 \)

The reachability problem on the lac operon model w.r.t. the initial set \( I_i(0) \in [1, 2] \)
and \( G(0) \in [25, 26] \) can be described by the input file below.

```
continuous reachability
{
  state var I_i, G

  setting
  {
    fixed steps 0.2
    time 150
    remainder estimation 1e-4
    QR precondition
    gnuplot octagon I_i, G
    adaptive orders { min {I_i:4, G:4} , max {I_i:6, G:6} }
    cutoff 1e-20
    precision 53
    output LacOperon
    print on
  }

  nonpoly ode
  {
```
Figure 5.3: Flowpipe over-approximations of the lac operon model

\[ 
\begin{align*}
I_i' &= -0.4 + I_i - 2 \cdot ((0.0003 \cdot G^2 + 0.008)/(0.2 \cdot I_i - 2 + 2.00001)) \\
&\quad + 0.012 + (0.00000003 \cdot (54660 - 5000.006 \cdot I_i) \cdot (0.2 \cdot I_i - 2 + 2.00001))/(0.00036 \cdot G^2 + 0.00960018) \\
&\quad + 0.000000018 \cdot I_i - 2) \\
G' &= -0.0006 \cdot G^2 + (0.000000006 \cdot G^2 + 0.000000016)/(0.2 \cdot I_i - 2) \\
&\quad + 2.00001) + (0.0015015 \cdot I_i \cdot (0.2 \cdot I_i - 2 + 2.00001))/ (0.00036 \cdot G^2 + 0.00960018 + 0.000000018 \cdot I_i - 2) \\
\end{align*} \]

\{
\}

\begin{align*}
\text{init} &\begin{align*}
I_i &\in [1,2] \\
G &\in [25,26]
\end{align*} \\
\}
\]

Now we turn to the hybrid example defined in [Gu11]. Its dynamics is defined as follows,

\[ 
\begin{align*}
\dot{x} &= -10 \cdot x + y + z + u \\
\dot{y} &= x - y \\
\dot{z} &= x - z - x^2
\end{align*} \]
wherein $u$ is the input given as below.

$$u = \begin{cases} 
1, & t < 5 \\
5, & 5 \leq t < 10 \\
2, & 10 \leq t < 15 \\
4, & 15 \leq t \leq 20 
\end{cases}$$

The initial condition under our consideration is

$$x(0) \in [-0.2, 0], \quad y(0) \in [-0.2, 0], \quad z(0) \in [-0.2, 0], \quad t = 0$$

We show the modeling file of the reachability problem for the time horizon $[0, 20]$ as below. Figure 5.4 illustrates the octagon over-approximations of the computed TM flowpipes.

```plaintext
hybrid reachability
{
  state var x, y, z, t
  setting
  {
    fixed steps 0.05
    time 20
    remainder estimation 1e-2
    identity precondition
    gnuplot octagon x,y
    fixed orders 4
    cutoff 1e-12
    precision 53
    output nonlinear
    max jumps 3
    print on
  }
}

modes
{
  l1
  {
    poly ode 2
    {
      x' = -10*x + y + z + 1 
      y' = x - y 
      z' = x - z - x^2 
      t' = 1 
    }
    inv
    {
      t <= 5 
    }
  }

  l2
  {
    poly ode 2
    {
      x' = -10*x + y + z + 5 
      y' = x - y 
      z' = x - z - x^2 
      t' = 1 
    }
    inv
    {
      t >= 5 
      t <= 10 
    }
  }
```
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{
  poly ode 2
  {
    x' = -10*x + y + z + 2 \quad y' = x - y
    z' = x - z - x^2 \quad t' = 1
  }
  inv
  {
    t \geq 10 \quad t \leq 15
  }
}

14
{
  poly ode 2
  {
    x' = -10*x + y + z + 4 \quad y' = x - y
    z' = x - z - x^2 \quad t' = 1
  }
  inv
  {
    t \geq 15 \quad t \leq 20
  }
}

jumps
{
  l1 \rightarrow l2
  guard \{ \ t = 5 \}
  reset \{ \}
  parallelootope aggregation \{ \}
  l2 \rightarrow l3
  guard \{ \ t = 10 \}
  reset \{ \}
  parallelootope aggregation \{ \}
  l3 \rightarrow l4
  guard \{ \ t = 15 \}
  reset \{ \}
  parallelootope aggregation \{ \}
}

init
{
  l1
  {
    x \ in [-0.2,0] \quad y \ in [-0.2,0] \quad z \ in [-0.2,0] \quad t \ in [0,0]
  }
}
Flowpipe over-approximations of the non-linear hybrid system

| <state_variable_declaration> |  
| <location_invariants> | # only for hybrid systems  
| <computation_paths> | # only for hybrid systems  
| <plot_setting> | 
| <output_name> | 
| <unsafe_set> | # optional  
| <flowpipe_expressions> |  

5.4. Format of Taylor model files

FLOW* stores all computed TM flowpipes along with the state space specification in a file whose format is given by Figure 5.5. The reason to generate such a file is twofold. Firstly, one may change any of the invariant definition, plot setting, output name and the unsafe set, and let the tool verify the new safety property, or produce a new plot file. Secondly, the computed TM flowpipes can be input to other tools for further analysis.

Assume that $x_1, \ldots, x_n$ are the state variables, a TM flowpipe is kept in the following form,

\[
\{ \\
x_1 = p_1 + [a_1, b_1] \\
\ldots \\
x_n = p_n + [a_n, b_n] \\
y_1 \in [c_1, d_1] \\
\ldots \\
y_m \in [c_m, d_m] 
\}
\]

such that $p_1, \ldots, p_n$ are polynomials over the TM variables $y_1, \ldots, y_m$.

For hybrid automata, a TM flowpipe should be associated with a mode. To do so, we keep those computed flowpipes by blocks each of which is associated with a mode.

\[
\{ \\
<mode_name> \\
\}
\]
The modes are arranged in the order they are visited in the reachability computation. Besides, the tool also outputs the computation paths (mode sequences) along with the intervals containing the time points when jumps are made. Such information could be useful to find counterexamples.

5.5 Performance evaluation

We evaluate the performance of Flow* v1.2.1 in the following aspects. For continuous reachability problems, we make a comparison with the validated ODE solver VNODE-LP \cite{Ned11} based on a group of continuous systems whose dimensions range from 2 to 9. For hybrid systems, the comparison is done with a SMT-based tool named dReach \cite{Gao12} based on the benchmarks presented in Section 4.5. Both of the tools have good performance on some challenging benchmarks. We also implemented a prototype of the fast integration method described in Section 3.6, a comparison of it with SpaceEx based on the filtered oscillator benchmarks is given. Besides, we also present a scalability evaluation of Flow* based on the non-linear line circuit benchmarks. Unlike the experiments in related work, we always consider relatively large initial sets, since they are challenging and very often in applications.

Our experimental platform is a computer equipped with a processor of Intel Core i7-860 (8M Cache, 2.80 GHz) and 4096 MB RAM. The operating system is Ubuntu 12.04 LTS.

5.5.1 Comparison with VNODE-LP

It is hard to exactly compare the accuracy between Flow* and VNODE-LP, since Flow* uses TM over-approximations for solutions whereas VNODE-LP uses intervals. To give a reasonable and clear comparison, we use the following method. Given a benchmark which consists of an ODE, an interval initial set and a bounded time horizon $[0, T]$, we evaluate an interval enclosure $I_T$ of the TM flowpipe produced by Flow* at time $T$, and then compare $W(I_T)$ with the width of the interval over-approximation computed by VNODE-LP. If $W(I_T)$ is smaller, then Flow* has a better accuracy than VNODE-LP on the benchmark. The reason to choose the end time point $T$ is that the overestimation is eventually accumulated in both of the TM and interval integration method.

We present the comparison of the tools based on 9 benchmarks by Table 5.2. The initial sets and time horizons are same as those in Table 5.1. For each benchmark, we perform an $N$-subdivision on the initial set, since it is too large for VNODE-LP to integrate. We also tried to make $N$ as small as possible.
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Table 5.2: Comparison between Flow* and VNODE-LP. Legends: Var: number of variables, δ: time step-size, k: TM order, I_e: remainder estimation, ε: cutoff threshold, t: time cost, W: width of the interval enclosure computed for the solution at T, N: number of subdivision on the initial set.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Var</th>
<th>δ</th>
<th>k</th>
<th>I_e</th>
<th>ε</th>
<th>t (s)</th>
<th>W</th>
<th>N</th>
<th>t (s)</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>jet engine</td>
<td>2</td>
<td>0.04</td>
<td>4~8</td>
<td>$[-10^{-9}, 10^{-12}]^4$</td>
<td>$10^{-12}$</td>
<td>4.7</td>
<td>0.0281</td>
<td>8</td>
<td>1.0</td>
<td>0.0207</td>
</tr>
<tr>
<td>Brusselator</td>
<td>2</td>
<td>0.04</td>
<td>3~6</td>
<td>$[-10^{-9}, 10^{-12}]^2$</td>
<td>$10^{-12}$</td>
<td>4.9</td>
<td>0.0264</td>
<td>10</td>
<td>1.9</td>
<td>0.0335</td>
</tr>
<tr>
<td>Van der Pol</td>
<td>2</td>
<td>0.03</td>
<td>5~8</td>
<td>$[-10^{-9}, 10^{-12}]^2$</td>
<td>$10^{-12}$</td>
<td>7.6</td>
<td>0.5792</td>
<td>10</td>
<td>0.8</td>
<td>0.5153</td>
</tr>
<tr>
<td>Lorentz</td>
<td>3</td>
<td>0.01</td>
<td>4~7</td>
<td>$[-10^{-9}, 10^{-12}]^5$</td>
<td>$10^{-12}$</td>
<td>18</td>
<td>0.2939</td>
<td>10</td>
<td>14</td>
<td>0.2631</td>
</tr>
<tr>
<td>Rossler</td>
<td>3</td>
<td>0.02</td>
<td>4~6</td>
<td>$[-10^{-5}, 10^{-12}]^3$</td>
<td>$10^{-12}$</td>
<td>6.6</td>
<td>1.9704</td>
<td>20</td>
<td>34</td>
<td>1.9799</td>
</tr>
<tr>
<td>coupled</td>
<td>4</td>
<td>0.02</td>
<td>5~8</td>
<td>$[-10^{-5}, 10^{-12}]^3$</td>
<td>$10^{-10}$</td>
<td>226</td>
<td>0.5465</td>
<td>12</td>
<td>325</td>
<td>6.2236</td>
</tr>
<tr>
<td>Van der Pol</td>
<td>5</td>
<td>0.02</td>
<td>4~6</td>
<td>$[-10^{-3}, 10^{-12}]^3$</td>
<td>$10^{-10}$</td>
<td>176</td>
<td>0.0752</td>
<td>8</td>
<td>333</td>
<td>0.0772</td>
</tr>
<tr>
<td>Lotka-Volterra</td>
<td>7</td>
<td>0.01</td>
<td>3~5</td>
<td>$[-10^{-5}, 10^{-12}]^5$</td>
<td>$10^{-9}$</td>
<td>72</td>
<td>0.1070</td>
<td>4</td>
<td>487</td>
<td>0.1198</td>
</tr>
<tr>
<td>biological model I</td>
<td>7</td>
<td>0.01</td>
<td>3~5</td>
<td>$[-10^{-5}, 10^{-12}]^5$</td>
<td>$10^{-9}$</td>
<td>298</td>
<td>1.5143</td>
<td>4</td>
<td>39924</td>
<td>2.7952</td>
</tr>
<tr>
<td>biological model II</td>
<td>9</td>
<td>0.01</td>
<td>4</td>
<td>$[-10^{-3}, 10^{-12}]^9$</td>
<td>$10^{-9}$</td>
<td>1,5143</td>
<td>4</td>
<td>39924</td>
<td>2.7952</td>
<td></td>
</tr>
</tbody>
</table>

From the experimental results, it can be seen that the scalability of Flow* is better than that of VNODE-LP. The reason is that we are able to accurately handle a large initial set as one piece.

5.5.2 Comparison with dReach

We consider the 11 hybrid system benchmarks described in Section 4.5 for the comparison with dReach. Note that they are not artificial, since each benchmark is a concrete application. The reason to choose dReach is that (a) the tool integrates a set of advanced techniques and shows a good ability to handle some non-trivial case studies, (b) it has a user-friendly interface and a hybrid reachability problem can be easily encoded by its language, and (c) compare with the other tools mentioned in Section 1.1.2, it works on the most number of the benchmarks with acceptable running times.

Our experimental scenarios are set as follows. Since dReach is not a tool to compute flowpipe over-approximations, our goal here is to prove safety properties. In the following content, we give a detailed description for all experimental results given in Table 5.3.

Non-holonomic integrator. The unsafe condition is given by $x \geq 3$ in both of the locations. Flow* spends 201 seconds to compute the TM flowpipes in the time horizon $[0, 7.5]$, and proves the safety. However, for any $1 \leq N \leq 10$, by applying an $N$-subdivision on the initial set, dReach does not terminate in 1 hour for any path with 1 jump.

Spiking neurons. The unsafe condition for the first neuron model is $u \leq -25$, and that of the second one is $u \geq 250$. Flow* proves the safety for both of the models with the time costs listed in Table 5.3. On the other hand, dReach only spends 0.3 second to prove the safety for the paths with less than 2 jumps of the first model, but not able to handle more jumps even the initial set is 1000-subdivided. For the second neuron model, dReach is not able to prove the safety in 1 hour for any path with the subdivision number 1 to 10.
Table 5.3: Comparison between Flow* and dReach. Legends: \textbf{Var}: number of variables, \textbf{δ}: time step-size, \textbf{k in Flow*}: TM order, \textbf{I}_r: remainder estimation, \textbf{ε}: cutoff threshold, \textbf{t}: time cost, \textbf{N}: number for subdivision on the initial set, \textbf{k in dReach}: unrolling depth of bounded model checking, \textbf{p}: value of numerical perturbation, \textbf{T.O.}: time out, i.e., > 3600.

**Inverted pendulum.** We consider the unsafe condition $\theta \geq 5$. The tool dReach only costs 3 seconds to prove the safety for all paths with less than 2 jumps, but fail to deal with more jumps even the initial set is 10-subdivided. However, Flow* spends 52 seconds to compute all TM flowpipes and even can prove the safety w.r.t. the less restrictive unsafe condition $\theta \geq 4.8$.

**Aircraft collision avoidance.** We want to ensure that the two aircraft can never be located in a box with radius 0.1. We have to perform a 10-subdivision on the initial set to make dReach prove the safety in a reasonably short time, whereas Flow* completes the flowpipe construction as well as the safety verification in 7 seconds.

**Glycemic control.** We use the same unsafe condition $G \leq -2$ for all of the three glycemic control models. dReach outperforms Flow* on the first control model when the initial set is 5-subdivided. However, it is not able to prove the safety in 1 hour for any of the rest two models.

**Line circuit.** The unsafe condition is set to be $v_1 \geq 0.21$ for the line circuit model of any scale. dReach has a much better performance than Flow* when $n = 2$ and $n = 4$. However, for the larger scale $n = 6$, because of the hardness of the continuous dynamics, dReach fails to work on the 3-subdivision of the initial set, and cannot give a result in 1 hour for the 4-subdivision case. By our observation, dReach and Flow* have advantages over different case studies. The former one works more efficient on the systems with moderate dynamics or tiny initial sets. On the other hand, by using TMs, Flow* is able to handle quite difficult continuous
5.5. PERFORMANCE EVALUATION

### Table 5.4: Comparison between Flow* and SpaceEx

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Var</th>
<th>(T)</th>
<th>(\delta)</th>
<th>(k)</th>
<th>(P)</th>
<th>(\delta)</th>
<th>(\text{box})</th>
<th>(\text{octagon})</th>
<th>(\text{box})</th>
<th>(\text{octagon})</th>
</tr>
</thead>
<tbody>
<tr>
<td>filtered oscillator 6</td>
<td>6</td>
<td>[0, 4]</td>
<td>0.05</td>
<td>8</td>
<td>128</td>
<td>2.1</td>
<td>0.05</td>
<td>0.3</td>
<td>3.4</td>
<td>0.2</td>
</tr>
<tr>
<td>filtered oscillator 10</td>
<td>10</td>
<td>[0, 4]</td>
<td>0.05</td>
<td>8</td>
<td>128</td>
<td>5.9</td>
<td>0.05</td>
<td>0.4</td>
<td>31</td>
<td>0.5</td>
</tr>
<tr>
<td>filtered oscillator 18</td>
<td>18</td>
<td>[0, 4]</td>
<td>0.05</td>
<td>8</td>
<td>128</td>
<td>20</td>
<td>0.05</td>
<td>0.6</td>
<td>617</td>
<td>1.2</td>
</tr>
<tr>
<td>filtered oscillator 34</td>
<td>34</td>
<td>[0, 4]</td>
<td>0.05</td>
<td>8</td>
<td>128</td>
<td>98</td>
<td>0.05</td>
<td>12</td>
<td>T.O.</td>
<td>5.1</td>
</tr>
</tbody>
</table>

Legends: \(\text{Var}\): number of variables, \(T\): time horizon, \(\delta\): time step-size, \(k\): TM order, \(P\): precision, \(\text{box}\): box over-approximation, \(\text{octagon}\): octagon over-approximation, \(\text{T.O.}\): time out, i.e., > 1800.

5.5.3 Comparison with SpaceEx

We embedded the fast integration method presented in Section 3.6 into the framework of computing TM flowpipes for hybrid automata, and make a comparison with SpaceEx on the filtered oscillator benchmarks [FLD+11]. The experimental results are given in Table 5.4. For each benchmark, the TM flowpipe at time \(t = 4\) is ensured to be included in the box flowpipe at \(t = 4\) computed by SpaceEx.

As we discussed in Section 3.6, although it is often not necessary for SpaceEx to compute octagon flowpipes, we may need them for the reuse purpose. On the other hand, TM flowpipes can always be directly reused with different unsafe specifications. It can be seen that our method is very competitive to the support function methods.

5.5.4 Scalability evaluation

It is also significant to investigate the performance of Flow* on the examples of different scales. Here, we present a scalability evaluation of the tool based on the nonlinear line circuit benchmarks. The number of variables under our consideration are the even numbers from 2 to 12. For each benchmarks, the reachability setting is chosen to achieve a good performance.

As we said, the line circuit benchmarks can be either continuous or hybrid based on the definition of the input \(i(t)\). Thus, we use the input defined in Section 4.5.6 for the hybrid case, and use \(i(t) = \sin(5 \cdot t)\) for the continuous case. Since the continuous dynamics are not easy to handle, we have to use small time step-sizes. Due to the limit of the memory size, we set the time horizon for all continuous benchmarks by \([0, 2]\), and for all hybrid benchmarks by \([0, 2.5]\).

We present the experimental results in Table 5.5. It can be seen that Flow* is able to deal with the benchmarks with even 12 variables.

dynamics and relatively large initial sets. A large number of jumps may degenerate the performance of both tools.
5.6 Future work

Although we are able to deal with relatively large initial sets and some high dimensional systems using TMs, it is still time-costly to compute TM flowpipes in general when the system has a large number of variables. Therefore, we plan to improve the tool Flow* in the following aspects.

- **Composition of hybrid automata.** Currently, Flow* only accepts one hybrid automaton in a reachability problem. Then, we have to compose a hybrid automaton manually, when it is given by its components. In the future, Flow* will have a function to compute a composition of finitely many hybrid automata.

- **Combination of adaptive step-sizes and orders.** Flow* does not support using both adaptive step-sizes and orders in an integration task currently. However, we are planning to design a strategy to combine the two adaptive techniques.

- **More sophisticated approach for TM simplification and aggregation.** As we mentioned, manipulating high-order TMs is expensive when the number of variables is not small. Currently, Flow* simply moves the “small” terms of the polynomial part of a TM into the remainder interval. Such a method, however, could be too conservative in some case. It could be more effective to do the simplification with regard to some specified variables. For intersection aggregation, the current version of Flow* only supports intervals or parallelogotopes. We seek to include more aggregation schemes, such as using zonotopes or higher-order TMs.

- **More accurate intersection over-approximation.** Flow* uses the standard interval arithmetic to evaluate the value of a function or check the satisfiability of a constraint. Therefore, the intersection over-approximations could be too coarse in some situations. In the future, we plan to use one or several SMT solvers to handle the satisfiability checking in domain contraction.

- **Better memory management.** Currently, Flow* keeps all computed TM flowpipes in memory and it often consumes all usable memory in a system when the flowpipe number is large. In the next version, the tool will periodically dump the computed TM flowpipes into a file and releases the memory they use.
Chapter 6

Conclusion

In the thesis, we introduce the use of Taylor Models (TMs) in the reachability analysis of non-linear hybrid systems. The method provides a new perspective of using high-order over-approximations for the bounded reachable sets of non-linear hybrid systems. It shows by the experiments that our techniques may handle hybrid systems with even more than 10 variables. The main contribution of the thesis is briefly reviewed as below.

- **TM integration with adaptive techniques and efficient TM computation.** It is an extension of the work from Berz and Makino. The new techniques improve the performance of computing TM flowpipes with acceptable loss of accuracy. Such a result is further extended to deal with ODEs with time-varying parameters. Besides, we also present an efficient method to handle linear ODEs.

- **Efficient flowpipe/guard intersection methods.** We present two techniques: domain contraction and range over-approximation for enclosing the intersection of a TM flowpipe and a jump guard. Unlike the interval-based methods in the related work, our approaches never require to split a given set and hence show a low computational complexity. Moreover, in order to further improve the performance during the reachability computation, we also present different heuristics for aggregating intersection over-approximations.

- **The tool Flow* for the reachability analysis of non-linear hybrid systems.** We implemented most of our techniques in the tool Flow*. It deals with two classes of tasks: (a) TM flowpipe computation for continuous and hybrid systems, and (b) safety analysis on TMs. As it is shown by the experiments, Flow* is very competitive to the other tools, and its advantage is apparent on medium- and large-scale systems.

The work in the thesis can be extended in several directions.

(1) **Better flowpipe over-approximations.** There are several possibilities to compute a flowpipe over-approximation which is more accurate than a TM. One of them could be combining the use of TM arithmetic and the interval Hermite-Obreschkoff method [Nec99]. The latter one has been successfully applied to integrating stiff or chaotic ODEs for long time horizons. As another possibility, one may use better approximation forms than Taylor expansions for ODE solutions. The candidates could be Bernstein polynomials and Chebyshev polynomials. However, neither of the forms...
could be calculated based on the monomial basis, and therefore to efficient manipulate their multivariate versions is challenging.

(2) **Use of TMs in statistical model checking.** In \[ZSS13\], we investigate the use of TMs to enclose a set of simulation trajectories of analog circuits. The experiments show that our methods can greatly improve the performance on producing results with high confidence values. An extension of the work is described in \[ZSSL14\].

(3) **Use of TMs to generate flowpipe under-approximations.** Unlike over-approximations, very little work has been focused on computing reachable set under-approximations. Since TMs can provide high-order over-approximations for the forward flowmaps of continuous systems, it is also possible to use a TM to over-approximate a backward flowmap. Based on it, we are able to track the evolution of the constraints defining the initial set. In \[CSÁ14\], an approach to compute flowpipe under-approximations is presented. Although it requires to check the connectedness of an approximation set when the system is non-linear, the method is still able to handle a non-trivial system with 7 variables. It is promising to make an improvement on it such that the connectedness verification is not needed any more. We also plan to extend this approach to produce guaranteed counterexamples for non-linear hybrid systems.

Besides the above ones, it is also significant to extend the TM techniques to do Signal Temporal Logic (STL) or Metric Temporal Logic (MTL) model checking.
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