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Abstract

In this article algorithmic differentiation is applied to compute the sensitivities of the price of an
American option, which is computed by the Longstaff-Schwartz algorithm. Adjoint algorithmic
differentiation methods speed up the calculation and make the results more accurate and robust
compared to a finite difference approximation. However, adjoint computations require more memory
due to the storing of intermediate results. One possibility to reduce these memory requirements is to
use a technique called checkpointing: Instead of storing all intermediate results the required values are
recomputed. Another possibility is to apply a pathwise adjoint approach, which results from an analysis
of the Longstaff-Schwartz algorithm and the exploitation of its features. The presented approach is
embarrassing parallel and yields the same results as the other adjoint methods, but it reduces the
computational effort as well as the memory requirements of the computation to the level of a single
pricing calculation.

1. Introduction and Summary of the Results

There are several approaches to calculating the price of American-style options. Besides finite
difference and binomial tree methods, simulations can be used to estimate option prices. This
article focuses on the least-squares approach for American option pricing by Longstaff and
Schwartz (Longstaff and Schwartz, 2001). Some further research in the area of American option
pricing using simulation includes (Tilley, 1993; Carriere, 1996; Broadie et al., 1997; Rogers, 2002;
Glasserman, 2003). We chose a representative case study in order to illustrate many features of
problems considered in practice.

A naive ansatz for the estimation of the sensitivities of an American option is to use
numerical differentiation with a finite difference approximation (FD). One disadvantage of this
approach is its computational cost which grows with the number of input parameters. For each
first-order sensitivity an additional function evaluation is required at least. The calculation of
higher derivatives is even more expensive and the results are often inaccurate.

The preferred numerical method to derive the sensitivities of a computer program is
Algorithmic Differentiation (AD) (Griewank and Walther, 2008; Naumann, 2012). This technique
returns mathematically exact derivatives with machine accuracy up to an arbitrary order by
exploiting elemental symbolic differentiation rules and the chain rule. AD distinguishes
between two basic modes: the forward mode and the reverse mode. The forward mode builds
a directional derivative (also: tangent) code for the computation of the sensitivities at a cost
proportional to the number of input parameters. Similarly, the reverse mode builds an adjoint
version of the program but it can compute the Jacobian at a cost that is proportional to the
number of outputs. For that reason, the adjoint method is advantageous for problems with

*email: deussen@stce.rwth-aachen.de

3



a small set of output parameters, as it occurs frequently in many fields of Computational
Science and Engineering, for example in fluid dynamics (Giles and Pierce, 2000) or optimization
(Nikolova et al., 2004). Furthermore, adjoint methods should be suitable for an efficient
calculation of the sensitivities in option pricing, due to the fact, that the algorithms have a lot
of input variables but typically just a single output (the option price). The fact that AD can
also be used for problems in finance has been shown repeatedly e.g. (Giles and Glasserman,
2006; Leclerc et al., 2009; Capriotti and Giles, 2010; Capriotti, 2011; Henrard, 2013). The adjoint
computation comes along with potential high memory requirements due to the storage of the
values of all variables. To reduce this load, required values can be recomputed instead of stored
by using checkpointing schemes.

We developed another algorithm similar to the algorithm from (Leclerc et al., 2009) by
exploiting some properties of the Longstaff-Schwartz algorithm and using a simple assumption,
thus the memory requirements can be diminished further. This could be called a pathwise
adjoint approach, in which the time and the path loops are interchanged such that the path
loop is the outer loop and the time loop is the inner loop. Moreover, parallelization is enabled
for this approach.

The aim of this paper is to show that AD is applicable to American option pricing by simu-
lation, using the Longstaff-Schwartz algorithm as an example. Furthermore, finite differences,
tangent and adjoint results are compared to each other with respect to time and memory
requirements. We show that the run time as well as the memory requirements of the calculation
of the Greeks can be reduced almost to the level of the pricer by using the parallel pathwise
adjoint approach.

The paper is organized as follows: In section 2 there is a brief introduction to the problem,
the test cases and the methods which are used in this paper, AD, checkpointing and the
pathwise adjoint approach. Subsequently in section 3 the results are presented. First, the AD
methods and the FD approach are compared to each other in terms of run time. Then, the
memory requirements are reduced by using a checkpointing scheme or by computing the
adjoints pathwise. The last section gives a conclusion and an outlook.

2. Problem Description and Methodology

For the computation of the sensitivities we applied a numerical differentiation approach with
FD and diverse AD techniques. The finite differences are computed by using a central FD
scheme of order one for first-order sensitivities and of order two for second-order sensitivities.
The AD results are computed with the AD tool dco/c++ (Lotz et al., 2011), which computes
the derivatives of a function by operator and function overloading in C++. The employed AD
methods are the tangent mode, the adjoint mode as well as a checkpointed version of the adjoint
computation. For the checkpointing we picked a scheme with a recomputation of the cycles
of the time step loop. Thus, only the values of one loop iteration need to be stored at once.
The scheme is kept constant, because an analysis of this part is beyond the scope of this article.
Furthermore, a pathwise computation of the adjoints is used by exploiting some properties of
the Longstaff-Schwartz algorithm (LSA) (Longstaff and Schwartz, 2001).

2.1. American Option Pricing with the Longstaff-Schwartz Algorithm

For the comparison between the different methods, an American put option on a single asset
is considered. The LSA is used to compute the American option prices, at which the paths
are assumed to evolve as a geometric Brownian motion. Therefore, the stochastic differential
equation of the Black-Scholes model (Black and Scholes, 1973) is applied to generate the
stock prices. This model is chosen due to its easy comprehensibility and genericity of its
implementation. Furthermore, the implementation is modular, such that this model can be
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replaced by another one without great effort. The price of the underlying asset St under the
risk neutral measure and without a dividend yield satisfies

dSt = rStdt + σStdWt ,

where r is the risk free interest rate, Wt is a standard Brownian motion and σ denotes the
volatility. The stock prices are then calculated as

St = S0 exp

((
r− 0.5σ2

)
tdt + σ

t

∑
i=1

Zi

)
.

Pseudo-random numbers are generated with a constant seed of the random number generator
rand() from the C random library to make the results comparable. To obtain the required
standard normal random numbers Z the pseudo-random numbers are converted with a Box-
Muller transformation (Box and Muller, 1958).

2.2. Algorithmic Differentiation

AD is a technique which transforms a primal function or primal code by using the chain rule to
compute additionally to the function value the derivative of that function with respect to a
given set of input and intermediate variables.

Inputs of a Monte Carlo simulation for American option pricing are for example the initial
stock price S0, the volatility σ, the random numbers Z and the number of simulated paths
NP, whereas output variables are for example the calculated option price V and the cash flow
matrix. For the determination of the option Greeks not all of the derivatives of the outputs with
respect to the inputs are needed. There are just derivatives of the option price with respect to
a specified set of the inputs required. The option price and this set of inputs are then called
active, while the elements of the cash flow matrix or the random numbers are passive. A tilde is
used to denote passive variables.

We consider that the given primal code has n+ñ inputs and m+m̃ outputs. Furthermore, for
simplicity it is assumed that the implementation only contains the calls of the subroutines f
and g. Thus, the implementation represents the function dependency between the set of inputs
x and the set of outputs y

x
f // v

g // y ,

in which v denotes the set of intermediate variables of the computation. Then, the composition
of the two functions f and g leads to the multivariate vector function

F : Rn+ñ → Rm+m̃, (y, ỹ) = F(x, x̃) = (g ◦ f ) (x, x̃) .

The local differentiability of the vector function F and its corresponding implementation up to
the required order is necessary to compute the Jacobian

JF(x, x̃) =
(

∂yj

∂xi

)j=0,...,m−1

i=0,...,n−1
∈ Rm×n .

Tangent Mode

The tangent model can simply derived by differentiating the function dependence, using the
notation from (Naumann, 2012).

x(1)
f (1) // v(1)

g(1) // y(1)
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The superscript (1) stands for the first directional derivative of the variable, also called tangent.
This leads to the functions

v(1) =
∂v
∂x

x(1) ,

y(1) =
∂y
∂v

v(1) ,

and hence

y(1) =
∂y
∂v

∂v
∂x

x(1) .

This approach is also called the forward mode and can be interpreted as a linear mapping with
the Jacobian JF ∈ Rm×n

y(1) = JF(x) · x(1) . (1)

For each evaluation of (1) with x(1) set to the i-th Cartesian basis vector in Rn, one gets the i-th
column of the Jacobian. To get all entries of the Jacobian by using this model, n evaluations are
required, for each active input respectively. Thus, the costs of the derivation of the Jacobian by
using a tangent model is proportional to the number of active input variables. Note that the
costs of this method are similar to the FD costs but this method is more accurate.

Adjoint Mode

Instead of deriving the first derivatives with the forward mode, the elements of the Jacobian
can be computed by using the adjoints of the particular variables. This mode is also called
reverse mode, due to the reverse computation of the adjoints compared to the computation of
the values. Therefore, a data-flow reversal of the program is required, such that additional
information on the computation (e.g. partial derivatives) needs to be stored (see (Hascoët et al.,
2005)), which potentially leads to high memory requirements. The data structure to store this
additional information is often called tape.

Again following the notation of (Naumann, 2012), the first-order adjoints are denoted with
a subscript (1) and they are defined as

x(1) =
(

∂v
∂x

)>
v(1) ,

v(1) =
(

∂y
∂v

)>
y(1) ,

which yields

x(1) =
(

∂v
∂x

)> (∂y
∂v

)>
y(1) .

The dependency of this model is visualized in Figure 1 in which the subroutines are represented
by squares. A rightwarded arrow at the bottom of a square indicates a forward execution of
the subroutine as well as the storage of additional information on the tape. Analogously a
leftwarded arrow denotes an execution in reverse order and an interpretation of the tape. The
order of execution is depth-first and from left to right.

Similar to the forward mode, the reverse mode describes a mapping with the transpose of the
Jacobian

x(1) = JF(x)> · y(1) .

The vector y(1) is consecutively set equal to each of the Cartesian basis vectors in Rm. After
running the reverse code the vector x(1) contains one row of the Jacobian. The costs of this mode
are then of order m, which is the number of active outputs.
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F

f g

F
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Figure 1: Call tree of adjoint version with the dummy function F

F

f g

F

g f f

Figure 2: Call tree of adjoint version with checkpointing

Higher Derivatives To get second derivatives, the AD modes can be applied to an already
differentiated program. It is incidental that four combinations are possible. While the complexity
of the forward-over-forward mode is equal to that of the FD approach, respectively of order n2,
the other three combinations lead to a lower computational cost under the assumption that
m < n. For example the forward-over-reverse mode is generated by applying the forward mode
to a first-order adjoint code. This mode can compute the second derivatives at a cost of order
m · n. This procedure can be repeated for derivatives of arbitrary order.

Checkpointing

Checkpointing is a technique to reduce the memory requirements of the adjoint mode. Instead
of storing the complete forward section on the tape, some of the values can be recomputed.
In the following there is a minimal example for checkpointing with the above given function
dependency.

Rather than taping f during its forward computation only its input arguments are recorded
as a checkpoint. This is visualized by a downward pointing arrow on the left side of the square.
Then, g is executed as before with storing the additional information on the tape, followed by
its reverse computation. For the reverse section of f the additional information that was not
stored is required, such that the checkpoint is restored and f is executed again. This time the
execution is taped to make the additional information available. The re-storage is denoted by
an arrow on the left side pointing to the top. Figure 2 represents this example as a call tree.

Checkpointing can also be applied recursively. The recomputation of the values is always
feasible to save some memory at a computational cost, but since the computation should be as
fast as possible, a trade-off between memory requirement and computational time is sought.
Further information about checkpointing are given in (Volin and Ostrovskii, 1985; Griewank
and Walther, 2000; Naumann, 2012).

Code Analysis

In the LSA (Algorithm 1) there is a decision for each path whether to exercise the option at
that time or to wait and expect a higher cash flow in the future. Therefore, a predicted exercise
boundary is computed by a regression of the future cash flows on the current stock prices. This
exercise boundary is compared to the current cash flows of each path. A computational graph
of this algorithm is given in Figure 3(a) in which the data dependency is represented with
arrows. Due to the fact that the comparison behaves like a Heaviside step function, which is
not differentiable at the step, the AD methods cannot catch the influence of the regression to
the output.
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Algorithm 1 Longstaff-Schwartz algorithm
In:

→ initial stock price S0, strike price K, time to maturity T, volatility σ, risk-free interest rate r

→ number of paths NP, number of time steps NT

→ accumulated random numbers Zp,t = z + Zp,t−1 with random numbers z

→ function generating the stock price for a given time t and path p
Sp = h(S0, T, σ, r, t, NT , Zp,t)

→ function computing the exercise boundary b with a regression of the in the money paths
I, their stock prices and current cash flows
b = R(I, (Si), (vi))

Out:

← option price: V ∈ R

← exercise time for each path: (t̃p) ∈NNP

Algorithm:
1: for p = 1→ NP do . Initialization of cash flow and exercise times for t = NT
2: Sp = h(S0, T, σ, r, NT , NT , Zp,NT )
3: if Sp < K then
4: vp ← K− Sp
5: t̃p ← NT
6: else
7: vp ← 0
8: end if
9: end for

10: for t = NT − 1→ 1 do . Time step loop
11: I ← {} . Set for indices of in-the-money paths
12: for p = 1→ NP do . Path loop
13: vp ← vp · exp (−r · T/NT)
14: Sp = h(S0, T, σ, r, t, NT , Zp,t)
15: if Sp < K then
16: I ← I ∪ {p};
17: end if
18: end for
19: b = R(I, (Si), (vi)) . Computation of the exercise boundary
20: for all p ∈ I do
21: if Sp < b then . Exercise decision
22: vp ← K− Sp
23: t̃p ← t
24: end if
25: end for
26: end for
27: V ← 0
28: for p = 1→ NP do
29: V ← V + vp
30: end for
31: V ← V · exp (−r · T/NT) /NP
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(a) Basic Longstaff-Schwartz algorithm
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(b) Pathwise adjoint approach

Figure 3: Computational graphs

The LSA computes the option price according to

V =
1

NP
∑
p

[
K exp

(
−r

T
NT

tp

)
− S0 exp

(
−0.5σ2 T

NT
tp + σ · Zp

)]
. (2)

The exercise boundary tp actually depends on the active input parameters. But in the code
there is no assignment from an active parameter to tp, such that tp is an independent variable
from the viewpoint of AD. Hence, differentiating (2) with respect to the initial stock price and
the volatility, we get

∂V
∂S0

=
1

NP
∑
p

[
− exp

(
−0.5σ2tp

T
NT

+ σ · Zp

)]
, (3)

∂V
∂σ

=
1

NP
∑
p

[
−S0 ·

(
−σtp

T
NT

+ Z
)
· exp

(
−0.5σ2tp

T
NT

+ σ · Zp

)]
. (4)

From (3) and (4) we can see that some second-order sensitivities are computed to be zero by
using AD methods, e.g. (3) differentiated with respect to the initial stock price.

The affected edges are dashed in the computational graph. The missing control-flow
dependency could lead to problems in cases where the current cash flow is close to the exercise
boundary.

Pathwise Adjoint Approach

One possibility of handling the discontinuity is to assume that the number of cases in which the
stock price is close to the exercise boundary is negligible compared the number of simulated
paths. Building the average over all paths should still allow the computation of the sensitivities.
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Algorithm 2 Pathwise adjoint Longstaff-Schwartz algorithm
In:

→ active pricing parameters with an initial stock price S0 ∈ R, strike price K ∈ R, time to
maturity T ∈ R, volatility σ ∈ R, risk-free interest rate r ∈ R

→ number of paths NP ∈N, number of time steps NT ∈N

→ accumulated random numbers (Zp,t) ∈ RNP×NT

→ implementation of the LSA for a set of active pricing parameters, a number of paths, a
number of time steps and accumulated random numbers for computing the option price
V ∈ R and the exercise times for each path (t̃p) ∈NNP :
f : R5 ×N2 ×RNP×NT → R×NNP , (V, (t̃p)) = f (S0, K, T, σ, r, NP, NT , (Zp,t))

→ function generating the stock price for a given time and path:
h : R4 ×N2 ×R→ R, Sp = h(S0, T, σ, r, t, NT , Zp,t)

Out:

← option price: V ∈ R

← gradient of option price w.r.t. active pricing parameters: g = ∇(S0,K,T,σ,r)V

Algorithm:
1: (V, (t̃p)) = f (S0, K, T, σ, r, NP, NT , Z)
2: V ← 0
3: g← 0
4: for p = 1→ NP do
5: setup tape
6: Sp = h(S0, T, σ, r, t̃p, NT , Zp,t̃p

)

7: v← (K− Sp) · exp
(
−rt̃pT/NT

)
8: v(1) ← 1
9: interpret tape

10: V ← V + v
11: g← g + (S0,(1), K(1), T(1), σ(1), r(1))>

12: end for
13: V ← V/NP
14: g← g/NP

It follows that the adjoints of the exercise boundary b are zero and therefore the functional de-
pendency of the comparison on the option price (Algorithm 1 line 21) is negligible. Cutting this
dependency of the exercise time on the option price should be legitimate, due to the assumption
that the exercise time computed by the LSA maximizes the option price (see (Piterbarg, 2003)).
This will cause the adjoints of the regression to be zero as well and it is no longer necessary to
store these adjoints.

Algorithm 2 is developed to derive the sensitivities of the option with adjoint AD. A similar
algorithm was already mentioned in (Leclerc et al., 2009). It is assumed that the exercise times
are already computed and therefore it is not necessary to rerun the regression. Furthermore,
the time and the path loop are interchanged such that each path can be computed separately.
This has the advantage that the memory requirement can be diminished by computing local
sensitivities for each path and average them to get the Greeks.

The average of the adjoints of a path in line 14 of Algorithm 2 leads to the Greeks because of
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the sum rule in differentiation and due to the fact that the number of paths NP is independent
of the active variables. This relation is given in

d ∑ vp(x)
NP

dx
=

∑
dvp(x)

dx
NP

.

The pathwise adjoint algorithm is also visualized as a computational graph in Figure 3(b). It
can be seen that this approach is embarrassing parallelized, due to the fact that the values vp of
the paths are independent of each other.

3. Results

This section is organized as follows: First, the blackbox AD methods are compared to the FD
approach in terms of accuracy, run time and memory requirements. Blackbox AD denotes the
usage of the AD methods without exploiting any structure of the code. In subsection 3.2 the
high memory requirement of the blackbox adjoint method is discussed.

The computation of the option price takes following inputs: S0 = 1, K = 1, T = 1, σ = 0.2,
r = 0.04 and α = 0.005. The test cases contains the computation of the option price, five
first-order sensitivities, respectively delta, vega, theta, rho and dual delta.

The timings and memory requirements of the test applications are generated using an
architecture with two multi-core processors of type Intel®Xeon®Processor E5-2630 with a clock
rate of 2.30 GHz. Each processor is built up of six CPUs and has access to a random-access
memory of 64 GB.

3.1. Blackbox Algorithmic Differentiation

Although the FD approach and AD methods compute the same price for the American option
there are differences in the values of the sensitivities. In general the FD results are more volatile
than the results computed with the AD methods.

In (Geske and Johnson, 1984) an analytical reference value is given for delta, which is
∆ref = −0.416. We are not aware of reference values for the other sensitivities. In 50% of the
test cases the FD approach leads to inaccurate values for the sensitivities with respect to S0 and
K and there are outlier with an absolute error up to 455. On the other hand, the computation of
these sensitivities by using AD is accurate for all test cases. The results for the computation of
the sensitivities of the basic LSA are identical for the different AD methods. All other first-order
sensitivities are similar for FD and AD.

The timings and the memory requirements of the pricer and of the diverse methods for
the sensitivity computation are visualized in Figure 4 and Figure 5, respectively. The results
are strongly dependent on the specified test cases and it can be observed that the run time
scales linearly by increasing the problem size, the number of paths and the number of exercise
opportunities respectively. The blackbox adjoint method is more than twice as fast as the
computation with FD, while the run times of the tangent mode computation is located between
those two methods.

The computation with the blackbox adjoint method has high memory requirements such
that the test cases with 500000 paths are omitted for this method. The other two methods need
approximately the same amount of memory which is required for one evaluation.

3.2. Reduction of Memory Requirements

To reduce the required memory of the blackbox adjoint method a checkpointing of the time-loop
is applied, in which each cycle of this loop is recomputed. Another approach is to use the
pathwise adjoint method for the computation. The checkpointed and the pathwise adjoint
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Figure 4: Visualization of the timings of the proposed methods

 0

 2

 4

 6

 8

 10

 12

 14

 16

 0  200  400  600  800  1000

U
se

d 
M

em
or

y 
(G

B
)

Number of Exercise Opportunities NT

Pricer
Finite Differences

Tangent Mode
Adjoint Mode

Checkpoint Adjoint
Pathwise Adjoint

(a) NP = 100000

 0

 8

 16

 24

 32

 40

 48

 56

 64

 0  200  400  600  800  1000

U
se

d 
M

em
or

y 
(G

B
)

Number of Exercise Opportunities NT

Pricer
Finite Differences

Tangent Mode
Checkpoint Adjoint

Pathwise Adjoint

(b) NP = 500000

Figure 5: Visualization of the required amount of memory of the proposed methods

method produce the same values as the other AD methods for the option price and for the
sensitivities.

Again, the timings as well as the memory requirements are visualized in Figure 4 and
Figure 5. Due to the recomputation of some values the adjoint method with a checkpointing
scheme has a slightly higher computational effort than the blackbox adjoint method. The
pathwise adjoint method is faster than the other methods. It has run times that are only 20%
higher than the costs of the pricer for the specified test cases. Using parallelization can reduce
the run times further such that the computational cost of the parallel approach is only 5%
higher compared to the pricer.

By using a checkpointing scheme the high amount of memory which is used by the blackbox
adjoint method can be decreased. Moreover, this enables the computation of the test cases with
500000 paths. The pathwise adjoint approach allows to compute the sensitivities using almost
the original amount of memory.

4. Conclusion and Outlook

The goal of this paper was the computation of sensitivities of an American option, which is
priced by the least squares approach of Longstaff and Schwartz.
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The computation of the sensitivities was improved by using AD methods. The AD methods
led to more accurate values and the computations were faster than the FD approach. The
calculation of the adjoint mode with a checkpointing scheme made this method applicable to
the used architecture by decreasing the memory requirements. The run time as well as the
memory requirements of the computation were reduced almost to the level of the pricer by
using the (parallel) pathwise approach. The value of delta was an accurate approximation of
the analytical reference value. Because there were no analytical reference values for the other
Greeks a check of their correctness was not possible.

This work can be extended in several directions. Alternative models and stochastic differen-
tial equations for the stock price evolution can be applied, for example with a local volatility.
Furthermore, an optimal checkpointing scheme should be implemented by using the algorithm
from (Griewank and Walther, 2000).

Moreover, the approach can be advanced by saving the exercise boundary, instead of the
exercise times for each path. Then, the pathwise adjoint algorithm could check if the boundary
is accurate, by evaluating the Greeks and the option price with a new set of random numbers
and a new stock price matrix. After that, a comparison of the prices with two different sets of
random numbers is possible. This approach was already mentioned by citepGarcia03.

At the end, the correctness of the pathwise approach for sensitivities should be checked and
other test cases should be considered with an underlying of multiple assets.
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