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Abstract. The paper describes the representation and ubeeaf ontologies in

a software aiming at the assistance of a virtumhte business process analysis
and improvement (BPI), using total quality managen{@QM) technology. In
comparison with the existing tools for BPI by TQRhjs software has two
specific features: (1) the ontology-based integratf the TQM tools (verbal
diagrams, statistical charts, data collection shedeas organization tools) and
(2) the adaptation of the improvement process tival enterprises, where the
decisions result from the comparison and integnatibideas issued during the
brainstorming in a virtual team. Tlp@aper motivates and exemplifies an upper-
level ontology with linguistic features for the repentation of objects and
processes in the BPI, domain and communicationlagitess and of the ideas
upon them and, also, for the integration of the T@Mceptual tools.

1. Introduction and Motivation

The automation of business process improvement)(Bfbuld comply nowadays
with the requirements of the virtual enterprisegarding the team-based work and
decisions. BPI (as a particular case of businessgss re-engineering) means the
analysis and redesign of the team-based workflowspaiocesses within and between
organizations [1, 2]. From historical, organizatiband technological perspectives,
BPI is considered a precursor of the knowledge mament in enterprises [3] and the
ontologies contribute to this kind of management.

An ontology is a 'specification of a conceptuai@at [4] and, practically, 'a
vocabulary used to describe a certain reality, @uset of explicit assumptions
regarding the intended meaning of the vocabularyda!d5]. The relations between
the concepts in an ontology allow inferences feritifformation interpretation and for
the derivation of new information/ knowledge. Thgpleit axioms allow the
approximation of the term meaning and the validatibontology specification [16].

Previous applications of the ontologies to busimassess management already
exist. For example, in [1], an IDEF5 ontology isedsto describe 'the ontological
enterprise’. In [G]an enterprise ontology relies on generalized teafesring to roles,
artifacts, interactions between people, norms &ater teams, collaborative services
etc. In [7], the proposed enterprise ontology solection of terms and definitions
relevant to business processes. In [8], a PSL @s&pecification Language) two-



tiered ontology is proposed for the manufacturimtggration. In [9], an ontology for
business processes is given, together with its dbrepresentation in Loom. In [10],
the ontologies are associated with mathematical efsodor the design of the
processes and communication structures in e-conanara so on.

Total quality management (TQM) [11, 12] helps foe process (continuous and
incremental) improvement. Computer-aided assistdocd QM can be retrieved in
existing tools like: Pathmaker [13], Memory Jogdied], Solutions-PROSPER and
PRO-QMS [15], Microsoft Visio, etcTheir maindrawbacks are: (1) the TQM tools
they implement are insufficiently integrated, mginbecause of the informal
semantics of the symbols, that cannot be transfdredween the TQM tools; (2) they
miss capabilities specific to virtual enterprisé®), the members of the team do not
share a common vocabulary, (4) the flowcharts asrtbal diagrams are exclusively
graphical and cannot be compared, (5) the ideagxeessed in natural language
(NL) and cannot be automatically compared and natiegl.

Brainstorming implementation in these tools doesamzourage the definition and
use of a common vocabulary between the membersallyswith different
specializations), because it consists of ideasctitin and storing in NL. The ideas
mediation and the inference upon ideas are devdivddiman members. The ideas
are subjective and require many virtual discusstonreach a final decision.

For BPI automation, the ontologies are motivatedséyerakequirements: (1) the
organization, integration and formalization of tB@I specific knowledge, (2) the
representation of the diagrams and charts andxpeesgsion of ideas, relying on a
common vocabulary and understanding of the conasqisanged by the members of
the team, (3) the inference on BPI and domain fipdanowledge, simultaneously;
(4) the inference on both objects and processasiltsineously.

Using ontologies, the BPI assistant referred tothis paper differs from the
existing software for BPI by TQM by several featurtt provides armntol ogy-based
integration of the TQM conceptual tools (see Sect. 5), using the predefined BPI and
communication ontologies and the team-defined donmitology. It is mainly
devoted to the virtual teams, where the decisions result from the comparisothef
members' ideas (see Sect. 4) and where the vibra@thstorming has an important
part in almost all steps of the BPI processniégrates arontology agent (see also
[16]) that facilitates: (1) the dynamic creationtbé& user's interface, based on the BPI
ontology, (2) the definition, navigation, extensiofthe domain ontology, (3) the
automatic classification of the domain conceptspading to the working context, (4)
the communication between the members of the teglging on the BPI and domain
ontologies, (5) the comparison and inference onntleenbers' ideas expressed using
concepts in the domain ontology and using ontokdgientences.

Section 2 gives the components of the upper-leveblogy with linguistic
features, used for BP| automation, along with @gantages in comparison with other
upper-level ontologies. Section 3 exemplifies thpresentation and integration of
BPI, domain and communication ontologies by ontmalgsentences. Section 4
exemplifies the representation, comparison and ginguof the ideas expressed by
ontological sentences. Section 5 enumerates the reailts on the ontology-based
integration of the TQM tools implemented in the nenftware for BPI by TQM.



2. Ontological Sentenceswith Linguistic Features

The ontological requirements for BPI, basically tbatology integration, the
reasoning with both objects and processes and ¢bd for the representation and
integration of ideas motivate the use of an uppeell ontology and, also, of natural
language (NL) as an inspiration source for thisotogy. NL helps with its
universality, its syntactic stability and, impligit its integration ability [19, 20]. The
linguistic ontologies are preceded by the lexicalotbgies, e.g. WordNet [17] and
FrameNet [18], that emphasize the relations ingiddexical categories. They are not
intended for theomposition of sentences in ideas. For the reptasen of an upper-
level linguistic ontologytwo research directions and results are important:

e abstraction ofNL semantics, using ataxonomy of universal types of objects,
activities, processes (as well as relationshipsrgmbem), supposed to allow the
subsumption of the words belonging to any syntazdiegory (noun, verb, etc).

e abstraction of NLsyntax, using rules for buildingentence-like structures, that
stylize the NL sentences and comply with NL synfHxey are supposed to help
for the unambiguous description of any type of eohjprocess, activity, as well
as for the representation of unambiguous ideastabem.

These two directions are complementary and shoeldotth considered in the
definition of a linguistic ontology. From the sentianviewpoint, there are several
proposals for taxonomies, compared in [23]. TwauUiistically oriented taxonomies
are proposed in [24, 25]. From the syntactic viempdhe limits of the functional
grammar, conceptual dependencies and conceptysthgf@mphasized in [19, 20]),
used today for NL translation to object and progesslels, impose an improvement
with respect to the model integration.

The representation proposed in this section anfPln 22], as an upper-level
linguistic ontology, mainly deals with the syntactispects of NL translation. Its
logical consistencey and its linguistic completenissproved in [19, 20].

The basic vocabulary of this ontology contains the following types afncepts:
active objects (direct participants in activities), standing foouns in NL; object
attributes, standing for adjectives in Nlactivities operations, standing for verbs;
activity attributes, standing for adverbgbject and activity determiners/ modifiers/
substitutes, standing for the noun and verb determiners/ fiexdi substitutes in NL.
The axioms in this ontology are ontologisahple, compound and complex sentences
which stylize the corresponding sentences in NL.

Ontological simple sentence unifies the objects with different syntactic roles
involved in the description and execution of thémaperation (verb) in the sentence.
It is astar graph [25], where thenodes are objects or operations and fieks are
roles, standing for ‘objeaiperation’ links or for links between active obgeaind the
attributive objects that describe them. In itsdin®orm, this graph is:
( OPERATI ON)

AGNT ([ AGENT]

PTNT O [?[ Obj ect _Types: & D{}]

RCPT [ [?[ Ooj ect _Typey: C/ D{}]

<preposition rol e> [0 [?[ Obj ect _Types]

<adverb role> [0 ?[ Obj ect _Typed]



where: OPERATION is an atomic operation, standineg the predicate in NL

sentence; AGNT stands for the role of the subjeat(she active voice; PTNT is the
role of the direct object(s), i.e. the object(spapvhich OPERATION acts; RCPT is
the role of the indirect object(s), i.e. the reeigs of the results of OPERATION,;
'‘preposition role' is the role of the prepositiongject(s); ‘adverb role' is the role of
the adverbial modifier(s) (i.e. operation modifianhiversal quantifief] replaces the

indefinite pronouns ‘'any', ‘all’, ‘every’, 'eaclin NL; the two existential quantifiers:
0 meaning compulsory existen€enust exist’) and?, meaning optional existence
(‘'may exist’), replace the definite or indefinitdicdes in NL; C/ D{} suggest the

collective/ distributive plural.

Preposition and adverb roles are abstracted by acronyms like: RSLT (result of
activity), INST (instrument to achieve the actiyjty OC (location of activity), SRC
(source of activity), DEST (destination of actiyityand so on (a detailed list is in
[20]). Each acronym has a preposition, conjunctiodverb as linguistic synonym,
e.g. ‘by’ for AGNT, ‘upon’ for PTNT, ‘for/ to’ forRCPT, ‘into’ for RSLT, ‘with’ for
INST, etc. These roles allow the domain indepengeatessing of the operations
(the code uses only these roles instead of donpgicific types of objects/ attributes).
Also, with their disjunctive semantics, they eliaia the ambiguities in NL.

Object determiners are object type, quantifier, plural, cardinali@peration is
described byleterminersthat can be direct, indirect or prepositional otgec

Special types of simple sentences repregeneric operators for (1) semantic
relations between objects or operations (e.g. holgn hypernymy, synonymy,
antonymy etc) and (2) the dynamic qualificatiorobfects or operations (see Sect.3).

Ontological compound and complex sentence uses inter-operation connectors (as
intersentential relations) for the correlation bk toperations (verbs in NL) and,
implicitly, of the ontological simple sentences ttlitescribe them. These relations
correlate the ontological simple sentences intogmumd or complex sentences. As in
NL, the compound sentence joins independent simple sentences and dtreplex
sentence is composed of depende(dubordinated)sentences correlated to a main
sentence. Examples of intersentential relationsoftological compound sentences
are MUST, MAY, AND, OR, NOT, GROUP, REPEAT, etc. dncomplex sentence,
the activities are correlated by subordinatingtietes abstracted by: IF-THEN-ELSE,
DSCR (description), GOAL, EVENT, DO, WHILE, subondiing CAUSE or
RESULT, THEN, CASE, SPEC (specialization), BEFORETER, BUT etc.

Brief comparison with other ontologies. In comparison with the taxonomies
proposed for other upper-level ontologies [23], thenary semantics of the first level
in this ontology borrows from the semantics of Hasic syntactic categories (nouns
become objects, verbs become activities, adjectiveadverbs become object and
operation's attributes). Any type of concept ccaddfurther subsumed to the concepts
on this level. Theontextual semantics of the concepts and the relationships between
them, in domain-specific ontologies, come from Hyatactic roles of the objects/
attributes in object/ operation description andrfrihe inter-operation connectors.
Both the primary and the contextual semantics ia @mtology are outside the
code. Consequently, the main benefit from this espntation is the conceptual
integration of object and process models, outside the code and in the early phases of



the enterprise system life cycle. This advantage for model integration has been
detailed in [19, 20].

The existing ontology editors (e.g. Protege, OilHd)not separate the object and
activity-like concepts. In most enterprise onto&sgitoday, the processes are
represented by object-oriented representationgfaabject and process integration
is mostly encoded, using object-oriented programamgguages. This limit makes
difficult the ontology use in process-centric apations and in the ideas (or queries)
expression, comparison and interpretation.

Instead, the proposed representation can be implechein any language,
including in relational databases (as in the im@etation of the new software for
BPI by TQM referred to in this paper).

3. Representation of BPI, Domain and Communication Ontologies

BPI, domain and communication ontologies used fBt Bssistance have different
vocabulariesand different axiomatizations that must be coreslain the automatic
reasoning. They need the same conceptual repatisentieans. Two alternative
solutions could be used for the integration of tifwee ontologies: (1) by ampper-
level ontology, able to represent both objects and processesimldmain and BPI
ontologies, the communicative acts in the commuitinaontology, as well as the
correlations between them; (2) bytrandation and correlation algorithm between
the concepts and rules in the three ontologiess @lgorithm has the disadvantage
that is mostly encoded. Consequently, the firgralitive is a better solution and was
implemented in the new software.

The basic concepts in BPI ontology are organizedoming to following
aggregation hierarchy for the description of theriavement process:

I nprovenent Process
General Scenario
| mprovenent Step
Conpl ex/ Conpound Operation
Atom ¢ operation
Connect or between atomi c operations
Atom ¢ Operation
hj ect
Characteristic/ attribute of the object
Connect or between atomi c or conpl ex/ conpound operations
Pre-condition for the execution of the operation
Connect ors between inprovenent steps
Pre-condition for the execution of the Step

The process is described by a general scenario asedpof steps. The steps are
composed of complex or atomic operations. Each iataperation is described by
objects. The objects are described by attributée @perations or steps are pre-
conditioned and are correlated by connectors.
The concepts in the domain ontology are user-définstances of the concepts in
the following hierarchy for the description of taealysed process:
Process in donain

Conpl ex/ Conpound Qperation in Process
Atomic operation in Process



Connect or between atonic operations
Atonmic Operation in Process
Ohj ect in Process
Characteristic/ attribute of the object
Connect or between atomic or conpl ex/ conpound operations
Pre-condition for the execution of the operation in Process
The objects and operations in either ontology @eresented by sentences with

linguistic features, as this section will exemplibee details in [21, 22]) .

Ontological sentences in BPI ontology. Ontological simple sentences are mainly
used for object and operation definition (that iesifobjects that uniquely identify the
object/ operation) and description (that dynamjcalhifies objects that qualify
another object or determine the execution of agratpon). For example, the object
MEMBER is defined and qualified by the first twangences below. The execution of
BRAINSTORMING operation is described by the thishgence.

(Obj ect T DENTIFI CATION) | (Obj ect QUALIFICATION) | ( BRAI NSTORM NG)

RCPT O[] Menber ] RCPT [[ Menber] AGNT [ Menber: ¢{}]
NAME [ Menber _Nane] GOAL [ Responsibility] TI ME [ Dat eTi ne]
LOC [ Department].... DUR [ Peri od]

SUBJ [ Subj ect]
RSLT [J|deaslList]..

The simple sentences are also used for the repagisenof generic operators that
semantically correlate objects or operations, sirtyilto the relationships provided in
WordNet (noun holonymy hyponymy, synonymy, antonyreic). The following
examples are for object holonymy and operationileméat (implication):

(Qoj ect _HOLONYMY) (Oper at i on_ENTAI LMENT)
DEST [O[Fl owChart]  -whole RCPT [( Di agr am | NTERPRETATI ON) - entailed
PART1 [ StartPoint] -component | prNT O Di agr am CREATI ON) - entailing
PART2 [ Activity: ({}]
PART3 [] Deci si onPoint: C{}].. operation

Ontological complex sentences describe the scenarios for BPlI methodology, fer it
steps and for its complex/ compound operationsureigl. exemplifies few atomic
operations from the scenario for the brainstornsagsion. Each atomic operation is
further described by an ontological simple sentence

EEERS Prepare Bramstorming Mesting
FAr Express ideas
P Export 7 Import Structures
PSS Proepare Sond ldecass Diagram [croate Excel Filel
FAST Sends Roooive sUuciurcs with _ idoas (call Dull ook Express]
FAr Collect and wiew ideas (from Excel files)
FAr Multivoke for collected ideas
CASE Multivole por idea
Multivole por scguence of idoea
Wiews structure with multivobe resualk
FAr Operations on Affinity Diagrom
CASE Create Affinity Diagram
Change Group Mame in Affinity Diagram
Order Ideas by Group in Sffinity Diagram

Fig. 1 Part of the scenario (complex sentence in BPIllogyg for brainstorming session



Ontological sentences in the domain ontology. An example of process to improve
in the healthcare domain is ‘Medication administrdit and an improvement
objective (proposed in [22]) is ‘Reduction of meation errors'. Each object and
operation in this process, as well as the inteedbpnd inter-operation semantic
relationships, are represented by ontological sngeintences. These sentences force
the members of the team to select the most rel@lantents that describe the process
and to analyse them. E.g., the sentences thatifiemd dynamically describe the
object ‘Patient’ or describe the atomic operatioedvDrder:

(Coj ect | DENTI FI CATI ON) (Cbj ect _QUALI FI CATI ON (Med ORDER)
RCPT [ Patient] RCPT [[ Patient] RCPT [ Pati ent]
1D T Per sonSSN] POSS [ Medi canent ] AGNT [ Physi ci an]
NAME [ Per sonNane] STAT [ Heal thState] PTNT [ Med: ¢{}]
DATE [BirthDate] .. QrY [0 Med Dose]

In order to match different vocabularies (e.g. iargtific and a popular one), one may
find necessary to explicitly represent synonymwtiehships like:

(Onj ect SYNONYMY) (Operati on SYNONYMY)
PTNT1 [ Medi canent ] PTNT1 [ Med ORDER]
PTNT2 [] Dr ug] PTNT2 [JMed PRESCRIBE]
PTNT3 [] Med]

The process to improve is described in a flowchara complex sentence (Figure 2).
The intersentential relations and all elementstiier activity description can be seen
only in the linear form of the flowchart.

= Med Order
= Order Transcript
[ Pharmacy Check
=l Med Pick {(Precondition: Medicament available )
= Tray Fill
=l Cart Load
= ToMurse Send
E————Ad_minis‘ter to patient
=l Patient Supervise
i.Blood Examine

! Lo Diet Prescript
[R— Med Reorder (Precondition: Medicament missing )

Fig. 2 Complex sentence in domain ontology representiegahalysed process

Ontological sentences in the communication ontology describe the communication

acts ‘query’ and ‘reply’ for structures (diagrangata collection sheets, structures
with ideas) by two basic operations: 'Collect' floe reception of structures and their
import in the BPI database and 'Send’ for the exguad transmission of structures to
other members. E.g., the mediator's query for daeets from a collector and the
collector's reply are instances of the followingteaces:

(Col | ect) (Send)
AGNT O] Medi at or] AGNT [ Col | ector]
RCPT [ Collector:D{}] RCPT [ Medi at or]
GOAL [ Obj ect Type] GOAL [ Onj ect Type]
PTNT [ Dat aSheet: D{}] PTNT [J Data_Sheet: D{}]
SRC [ Medi ator_Emai | ] SRC [ Collector_Enmail]
DEST [ Collector_Email:D{}] DEST [] Medi ator_Emai | ]




These operations don't exclude the communicatiomégsages in NL, the only type
of communication provided in the existing tools Bl by TQM.

4. Ontological Sentencesfor Ideas Expression and Comparison

The user can express any idea using simple, contdba@uncomplex ontological
sentences. He is guided to create and then tdheseohcepts in the domain ontology.
The expression of ideas using concepts in thislogyoseems restrictive. But, it
forces the members to use the same vocabulary,sswes many virtual discussions
needed to reach a common understanding on the gisntey use. Also, it forces the
members to focus on the most relevant conceptspaoiolems, to understand and
deeper analyse them. Another advantage is the atedntomparison and grouping
of ideas, that saves the mediator's time.

This section exemplifies the representation andigirgy of the ideas expressed by
ontological sentences, collected (in this exampiex cause-effect diagram for the
identification of the causes of the process infitgbilrhis diagram can be represented
either (1) with causes defined in natural langu@dk) (as in the existing tools for
TQM) or (2) with causes defined using the conceptshe domain ontology and
ontological sentences, as in Figure 3. The secamibnt allows the automatic
comparison of the causes according to syntactter@i In both variants, the causes
and subcauses are correlated by logical operatdhD( OR, NOT). Figure 3
represents the causes for the problems (negatiget€f 'High medication cost', 'Too
many days in hospital’, Too many complaints’, re¢ato the quality characteristics
'‘Medicine_cost' and 'Number of complaints' for i&¥at.

Current Domain: Medicament administration in hospital

Current Object: Patient
B Target characteristic: Medicine_cost
El-- Megative/ positive effect: High medication cost
[ Main Cause(1) (1) many Physician Med Order many expensive Medicament
--------- Main Cause(1) {2) some Medicamentis incompatible for some Patient
--------- SubCause(1) (3) AND Physician must Med Reorder
--------- Second Cause(1) (1) some Medicament is not found in Pharmacy

SubCause(1) (3) AND Physician must Med Reorder expensive Medicament

--------- Main Cause{2) (1) some Treatmentis ineffective to many Patient
Second Causei?) 2) AND many Medicament must Administer to patient without payment
= Negative/ positive effect: Too many days in hospital
--------- Main Cause(3) (1) some Treatmentis ineffective to some Patient
econd Cause OR some poor, old Patient cannot pa: Medicament
- Main Cause(d) (1) many very sick Patient

SubCause(d) (2) AND Physician must Patient Supervise every day
--------- Second Cause(d) (3) OR ineffective Treatment to some Patient

Main Cause(6) (1) many Physician wish not Patient Supervise at home
--------- Second Cause(6) (2) AND all poor Patient cannot pay  Hurse
[=1-- Target characteristic: No_Complaints
= Negative/ positive effect: Too many complaints

--------- Main Causeid) (1) some inefficient Physician Med Order inappropriate Medicament
--------- Main Cause{d) {2) OR some lazy personnel
--------- Main Caused) (3) OR few money for food
--------- Main Cause(d) (4) OR some thief personnel

Fig. 3 Cause-effect diagram using ontological sentences



The ideas expressed by ontological sentences am@matically compared and
grouped according to their syntactic componentg rEsult is araffinity diagram (as

in Figure 4). The members express their vote onfiha list of ideas and the
mediator calls the multivote functipthat automatically calculates the vote per idea
(usually, complex sentence) or sequence of ideap(si sentence).

[—“_| ------ Group: Same subject: Patient
[ Target characteristic: Medicine_cost

Second Cause(3d) (2) OR some poor, old Patient cannot pay  Medicament
Main Cause(d) (1) many very sick Patient

Second Cause(b) (2) AND all poor Patient cannot pay  Nurse

[=-- Group: Same subject: personnel

- Main Cause(d) (1) some inefficient Physician Med Order inappropriate  Medicament
[=]-- Group: Same subject: Physician, same predicate: Med Reorder

Fig. 4 Part of the affinity diagram that groups the ideethe causeffect diagram (Figu
3) according to a multi-level syntactic algorithm

5. Ontology-based I ntegration of the TQM Tools

In the existing products, the integration of theM @ools basically consists in the
integration of the data collection sheets with ¢inaphical charts (run chart, control
charts, Pareto charts, histograms etc) for datiststal analysis. Their integration
with the so-called ‘'verbal diagrams' (flowchartguse-effect diagrams, affinity
diagrams, etc), as well as with the members' ideasanual and devolved to the
users. In a virtual team for BPI, this integratitacilitates and standardizes the
communication between members, increasing the pedoace of the BPI process.

Integration of BPI steps, operations and objects. Dynamic creation of the
interface. All BPI steps, operations and objects are unifornglgresented by means
of ontological sentences in BPI and communicatiotologies. The interface of the
software is dynamically created, at the user's e@efjonly for the required steps,
operations and objects), using the concepts indBBlcommunication ontologies.

Integration of TQM tools. After the creation of the domain ontology (at the
beginning of BPI process), the process flowchadtsta collection sheets, verbal
diagrams, statistical charts, as well as the sirast with ideas are all built using
concepts in this ontology. Few integration examplesgiven below:

Integration of the domain ontology with the verbal TOM structures (process
flowcharts, cause-effect diagrams, structures wdéms, affinity diagrams). These
structures unify concepts that represent operatiobgects, characteristics in the



domain ontology, or synonyms of these concepts. @tmecepts in the domain
ontology can be named in any language.

Comparison and integration of the flowcharts. The flowchart reflects the
hierarchical sequence of operations in the prociss,decision points (operation
preconditions), the redundant operations, the eydte the process, the type of
operation (value or cost added), the operationsrevidata must be collected. The
team builds the flowchart for the existing (AS-If)ocess. Each member can
contribute with modifications on it, resulting innew flowchart of the same process.
The differences between two flowcharts (includitigpse for AS-IS and TO-BE
process) are automatically identified and can laglgjcally visualized as in Figure 5:

EDifferences in FlowASISMemb1 flowchart versus FlowASISMemb3 flowchart

g-‘-‘-----FIuwASISMemM and FlowASISMemb3 have a different number of operations

5 Changed Operations

- B-TrayFill

: . Attribute: Result Type -- Different values in FlowASISMemh1 and FlowASISMemb3

= New operations

§------Patient Supervise -- Flowchart FlowASISMemb3 has an operation that does not exist in flowchart FlowASISMemb1
lood Examine - Flowchart FlowASISMemb3 has an operation that does not exist in flowchart FlowASISHemb1
‘... Diet Prescript - Flowchart FlowASISMemb3 has an operation that does not exist in flowchart FlowASISMemb1

Fig. 5 Results from the comparison of two flowcarts foe same AS-IS process

The members' changes on an initial flowchart ateraatically merged, resulting into
the final flowchart of the process, subject totbee of the members of the team.

Integration of the flowcharts with the data collection sheets results from the
dynamic creation of the data collection sheetsuger's demand), relying on concepts
in the domain ontology thatefine (in flowchart) the analysed proceascording to
the team's decision during the flowchart definitiéor certain operations, data are
collected on quality characteristics for certainjegbs involved in the operation
execution.The schema (definition) of the data otibe sheet is dynamically created.
It is composed of previously selected quality cheeastics for the analysed process.

Integration of the datistical charts with data collection sheets and flowcharts.
Process stability and its improvement ability aleaked by statistical charts (run
charts, control charts, histograms), built using diata collected in previously created
sheets. These sheets describe the evolution ahtracteristics for objects associated
to AS-IS or TO-BE processes, previously analysethecorresponding flowcharts.
Figure 6 is an example of (control) X-Bar and R rthathat analyse the quality
characteristic 'Medicine_cost' for the object '®atti LCL (lower control limit) and
UCL (upper control limit) are located at three stard deviations from the centerline.
Any stable characteristic must have values onlywbeh these limits.



Control Chart

HQpRRLp

—- | | e = e — - — - —Average_Centerline
| — g
S00 —g-—q—-—1— 1 - q- 4441 |------- LCL

2500 — =1 g — Range

HQZpR
g
:

1T 1 |--—-= Range_Centerline
soo e e e B R = I LCLr

Jan- Feb- Mar- Apr- M Jun- Jul- & Sep- Oct- Hou- Dec-
oz o2 o2 02 aw- 02 02 ug- 02 [ =] 0z o2

Fig. 6 Example of control X-Bar and R charts

Integration of the cause-effect diagrams and Pareto charts with the flowcharts and
data collection sheets. The causes for the process instability are idewtifin the
proposed software using two TQM tools: Pareto chad cause-effect diagram. Both
diagrams refer to quality characteristics that dbsec(in the domain ontology) an
object in the process previously described in dlwart.

Integration of the affinity diagram and multi-vote with the cause-effect diagram
and other structures with ideas. For either operation (creation of affinity diagram
multi-vote), the user only specifies the structwith the ideas he wants to compare
and group (e.g. the diagram in Figure 3). The gsoaptomatically built in the
affinity diagram (as in Figure 4) can be furtheogped by the user, by filling the
automatically createslper-affinity diagram.

5. Conclusions

The paper motivates and describes the results frenautomation of BPI by TQM,

using an ontological infrastructure and providingp tspecific features of the new
software: the ontology-based integration of the T@dIs and the adaptation of the
improvement process to virtual enterprises. Thenmagnefits from the use of
ontologies for the team-based work in BPI are: mmon vocabulary for the team;
the automatic comparison and integration of vediagrams and structures with
ideas; the communication (including import and eXpwith structures, not only with

messages in NL; an extensible user interface,mglgh the BPI ontology.

The ontologies and ideas are stored in a relatidatdbase and the users need
only Windows 2000 and Microsoft Office.

The existing product is currently extended andgrated with functions for the
control and optimization of the process qualityngsiTaguchi method. With this
method, the quality characteristics will be deepmmalysed, depending on
(controllable or uncontrollable) factors that impan them.
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