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Abstract—As context-aware systems have grown in 
sophistication, they have adopted more complex contextual 
models.  This paper steps back from the details of model contents 
and composition and investigates how personal and group models 
can be evaluated. A specific method is proposed that leverages the 
transition in the user’s cognitive state between “ready-at-hand” 
and “present-at-hand.” 
Index Terms— Context-aware systems, context, user modeling, 
model evaluation, ubiquitous computing 
 

I. INTRODUCTION 
ONTEXT-AWARE systems have ballooned in sophistication 
over the past decade. The earliest applications did little 
more than associate data with a particular location [13, 12]. 

Today, systems represent much more abstract concepts, reason 
about these concepts using rigorous mathematical logics, and 
span a variety of domains from inferring transportation mode 
[8], to controlling home heating, ventilation, and air 
conditioning (HVAC) [5], to detecting interruptibility [2]. 

The more advanced an application is, the more detailed a 
model it requires. Early applications performed no modeling.  
They simply read sensor data and acted on it. New applications 
combine sensor data to build models of individuals or of groups 
of people.  

But building accurate models of users and groups is not easy. 
Users and groups are too complex to model completely, so any 
system must choose an appropriate simplification. And finding 
such a simplification is today more art than science. 

In this paper, we argue that for models to improve, there must 
be a clear way to measure them. We propose a metric that 
evaluates a model according to how often an application 
incorporating it makes a mistake that interferes with the user’s 
task. 

II. CONTEXTUAL MODELS 
Before considering how to evaluate contextual models, it is 

important to discuss what contextual models are.  We describe 
three types of contextual models: environmental contextual 
models, personal contextual models, and group contextual 
models. 

A. Environmental Contextual Models 
Environmental contextual models describe data directly 

captured by sensors, such as accelerometers, microphones, 
compasses, GPS, and others.  Simple processing of the data 
streams converts the data from a low-level description of 
physical state (e.g., electrical resistance in a thermistor) into 

human-level information (e.g., degrees Celsius). 

 
 

Although many applications can use these low-level 
descriptions directly, context-aware systems typically build 
richer models by incorporating semantic assumptions or 
aggregating data from multiple sensors.  For example, a 
cellphone that hears a particular GSM tower signal can 
combine this information with assumptions about the locations 
of the beacons to determine the position of the cellphone.  
Using multiple beacons and their signal strength measurements 
makes much finer-grain location resolution possible. 

B. Personal Contextual Models 
Personal contextual models represent characteristics of 

individuals, such as physiological conditions, emotional states, 
and tasks and activities.  Some parts of personal context models 
are built the same way environmental models are.  For example, 
a person’s heart rate might be measured by using a heart rate 
monitor.  A personal model containing heart rate would only 
need to combine this sensed data with the assumption that the 
monitor was attached to the correct person. 

More sophisticated personal contextual models propose to 
model information that is subjective and hidden inside users’ 
heads.  These models are also built by combining 
environmental models with semantic assumptions, but the 
assumptions are less reliable, so the conclusions are less 
reliable.  As Tolmie, et al. [11] have pointed out, environmental 
context provides a clue about individuals’ inner states, but does 
not provide a guarantee. 

For example, to do its job properly, a smart thermostat would 
need to know whether a user regarded the ambient temperature 
as too cold or too warm.  Using cameras, the thermostat might 
infer that a user was cold because he held his arms tightly or 
wore a coat indoors.  But several other situations could also 
cause these conditions.  And the absence of these conditions 
would not indicate that the user was not cold.   

As a second example, location can be used in context-aware 
systems to infer broad categories of mental states [9,10].  The 
inference is performed indirectly.  First, sensed environmental 
data is converted to global coordinates.  Then, the coordinates 
are converted to a categorical label, such as “home,” “work,” 
“street,” or “store.” Then, the label is associated with various 
activities that the user might perform at each kind of place.  
Combined with other sensed data, the user’s current and future 
activities may be partially inferred, but not with complete 
accuracy. 

Systems that infer mental states must treat this unreliable 
information carefully.  For example, a system that 
automatically takes action based on occasionally inaccurate 
information would often irritate users and be considered 
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unusable.  But a different system could use the same 
information to anticipate the user’s actions and to simplify user 
interface.  It might prompt the user appropriately or suggest the 
most likely possible steps that a user might take.  In cases where 
the information is inaccurate, the user could ignore the 
suggestions.  Section III describes how the unreliability of 
information affects not just the design of systems, but also their 
evaluation. 

C. Group Contextual Models 
Contextual models can be extended beyond environmental 

models and individual models to include groups.  Group 
contextual models affect personal contextual models by 
representing information about the group as a whole (such as 
tasks, activities, and members), but, more interestingly, by 
providing additional semantic interpretations of contextual 
data.   

Cultural norms serve as a source of these semantic 
interpretations.  A cultural norm establishes the meaning of 
behaviors for any member of the group.  Many context-aware 
systems assume that sensed events indicate particular behaviors, 
which are then interpreted in terms of semantic meanings 
derived from cultural norms.  For example, Lilsys [2] detects 
whether an office door is shut, and uses this information along 
with other inputs to model a person’s interruptibility. 

As with personal context models, group context models may 
arrive at incorrect conclusions because the world is much more 
complicated than the model.  In the experiment with the office 
door, we found that some people closed their doors primarily to 
block out noise but were willing to be interrupted even though 
their door was closed.  However, they were aware of the 
secondary effect that a shut door would be interpreted as a 
signal of uninterruptability.  To be effective, a context-aware 
system that models interruptibility would need to be aware of 
both possible reasons, and accurately model the reason behind 
the user’s actions.   

A second source of semantic interpretations is a role within a 
group.  Each role defines a different semantic interpretation of 
events.  Roles may change over time.  In a study of family 
member availability, Nagel, et al. [7] found that availability 
varied not only along expected lines of social engagement, but 
also along these dynamically changing roles, such as which 
parent was on duty.  A context-aware system with some 
knowledge about roles and their meanings would work better 
than one without such knowledge. 

Group contexts are difficult to use because groups are 
dynamically formed, and the norms and roles are often 
negotiated using natural language.  Interruptibility, for example, 
is negotiated using shared context [1]. The user who normally 
uses a shut door to indicate unavailability might inform a 
colleague to disregard the shut door and interrupt her when 
necessary.  This negotiation implicitly forms a new group 
composed of two people.  Further contextual information might 
become associated with this new group even as new members 
are added to it.  Work has begun on detecting the formation and 
modification of groups through analyzing communication 

patterns [4], but in general this is a difficult problem because it 
requires a deep understanding of natural language. 

III. EVALUATION OF CONTEXTUAL MODELS 
For a context-aware system to be effective, it must be 

accurate.  That is, the model must reflect as closely as possible 
the real-world situation it is modeling.  If a model is inaccurate, 
the system will take inappropriate actions or present incorrect 
information.   

To improve the accuracy of a context model, system 
evaluators must be able to reliably measure how well a model 
performs.  Poorly-performing models can be adjusted and 
improved through repeated measurements and adjustments.  
Measurements are made by comparing the model with another 
model that is either the modeled entity itself or a trusted model 
of the modeled entity.  Measurements can compare either a 
model’s structure or a model’s performance.  Both have their 
strengths and weaknesses.  Structural comparisons are more 
comprehensive because they show all possible ways that a 
model could respond to its inputs.  Yet they are limited because 
the structure of both the model and what it is compared with 
may not be available.  In some cases an evaluator may compare 
a structural model with the evaluator’s mental model of the 
entity, but this approach may miss some crucial differences.  
Performance comparisons are better at finding inconsistencies 
because they directly compare a model’s specific values against 
the entity or trusted model.  However, they are limited to the 
performance traces studies.  In the software testing field, these 
two approaches are referred to as whitebox testing and 
blackbox testing. 

Environmental models are usually easy to evaluate.  
Temperature, noise level, light level, position, and other 
environmental characteristics are easily validated by 
comparing them with equivalent sensors.  But user and group 
models are much more complicated.  The entities being models 
are human thoughts, which are not easily quantified.  Thoughts 
are dynamic, and subject to interpretation from the person’s 
previous experience.   

One way to evaluate models of people and groups is to 
directly ask the user whether a model is correct.  Direct 
questioning is very flexible.  Provided that the user understands 
the question, direct questioning can cover any aspect of context.  
Techniques for direct questioning—such as questionnaires and 
interviews—are also well-known and well-studied. 

However, direct questioning has disadvantages.  If users’ 
statements are taken at face value, then the system evaluation 
may not be accurate.  What people express may not accurately 
reflect what they really think.  In some cases, a user may not be 
consciously aware of the aspect of context that is being asked 
about.  Or a user might have internally conflicting thoughts, 
and only express one.  Or the act of even asking the question 
may change the user’s state enough to make it difficult for them 
to accurately answer.  Such is the case with interruptibility; 
interrupting the user to ask whether they are interruptible seems 
slightly paradoxical. 
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One way around some of these problems is postponed 
questioning.  By asking the user whether a contextual model 
matches their past experience, the user’s task flow is not 
interrupted, so errors of this sort are minimized.  Sometimes, 
users may not have good memories of their past situation, but 
video or audio recordings can improve recall.  Presenting 
aggregated visualizations, such as rhythm model diagrams [3] 
can also aid user recollection, and sometimes point out trends 
that the user was not aware of.  However postponed 
questioning does not address issues of conflicting thoughts, and 
still requires users to consciously mediate their experience. 

Another useful approach is ethnography.  Ethnography is not 
as flexible as direct questioning, because it is limited to what 
the ethnographer observes.  And although ethnographers 
themselves are biased, a trained ethnographer will notice facts 
related to the contextual model that the user may not.  But 
ethnography does not scale well and is expensive because it 
requires a trained observer. 

Here we are proposing a new mechanism in which a system 
may itself evaluate the effectiveness of its own contextual 
model while it is used.  The idea is to design a system to take 
advantage of transitions between the two cognitive states of 
“ready-at-hand” and “present-at-hand” [14].  These states refer 
to situations when a person is using a tool to accomplish some 
task.  Ready-at-hand means that the user is thinking not about 
the tool, but the task they are performing.  The tool is 
“invisible” because the user’s conscious thoughts are not 
directed toward it.  Present-at-hand refers to a situation where 
the user is consciously aware of a tool because they are learning 
to use it or because the tool is broken.  When a system 
incorporating a contextual model forces more transitions than 
an equivalent system with a different model, then the first 
system’s contextual model is likely to be less accurate than the 
second’s.   

The transition can be detected in a variety of ways.  In some 
applications, users may switch from the task they are working 
on to examine the application’s settings.  Or the application 
might be structured in such a way that it is clear when the user 
must correct an incorrect action taken by the application.  Or, 
affective computing techniques leveraging galvanic skin 
response or vision might be applied to detect a rise in the user’s 
stress level.  Or, an unusual pause may be sufficient to identify 
a transition.   

This metric is not perfect.  If the user is engaged in an activity 
unrelated to the context that the system acts on, then the user 
might continue with the current activity if the action is 
inconsequential.  For example, a system that incorrectly shut 
off the lights might not cause a transition in the mind of a user 
who was focused on Web browsing, because the darkened 
room lighting does not block the Web browsing activity.  Even 
if the action is incorrect and related to the user’s activity, it may 
not be important if the user is not particularly goal directed.  For 
example, a user browsing for information might not care if the 
context-aware system makes suboptimal suggestions.  And 
finally, a user primarily interested in experiencing fun might 
enjoy exploring a system’s behavior based on mistaken 

contextual inferences. 
This approach is a performance-based evaluation approach, 

so it is limited to the application and the situations that the 
application exercises.  However, this may not be a significant 
weakness.  Because the entities being modeled are very 
complex, models could cover a very wide range of situations, 
and it is helpful to limit the evaluation to the situations that an 
application actually involves.  But an evaluator must be careful 
to exercise unusual but important situations if they do not arise 
naturally. 

An advantage of this approach is that it is passive.  That is, it 
can be used without burdening the user.  Although one could 
argue that because users have already moved away from the 
ready-at-hand state that they are in a position to be able to 
consciously express to the system the failure of a contextual 
model, the more work that they have to do to express the failure 
the further from the ready-at-hand state they move.  Ultimately, 
users care about their task and not the tool, so the system that 
provides the least burden is best. 

Evaluation of group contextual models could especially 
benefit from a transition-based evaluation.  Because users are 
themselves often not consciously aware of social dynamics 
(which in some cases require trained ethnographers to 
discover), it seems less likely that users would be able to 
identify flaws from visualizations of group contexts, and more 
likely that they would run into them while using such systems. 

IV. CONCLUSION 
This paper has explored the issues surrounding 

context-aware systems, emphasizing the problems of 
evaluation.  We have described three levels of contextual 
models: environmental, personal and group.  As described by 
Dourish [6] we recognize that when applications make use of 
context, they must combine sensed information with semantic 
assumptions.  The most useful applications act as though they 
have intelligence, which means that they must incorporate facts 
normally only available in people’s mental models. 

Additional contextual features of cultural norms and roles 
become important when multiple people interact in groups.  
Because of these cognitive and social issues, evaluation of 
contextual models is challenging.  We have proposed a 
mechanism that evaluates models according to how well they 
allow users to remain in the ready-at-hand state.  This 
mechanism may be applied in different ways, depending on the 
sophistication of the user.  With time, this mechanism and other 
techniques for evaluating personal and group context will help 
contextual models become more useful and more accurate than 
they are today. 
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