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Abstract. To design an infrastructure for knowledge communities, we
need both technical expertise and an understanding of human and social
aspects of communities. Technologies for implementing such infrastruc-
tures are often available. However, there is no clear, proven procedure
for building successful communities. In this paper, we review research lit-
erature concerning user practices and social aspects of information and
knowledge management. Based on this review, we propose preliminary
design criteria for Semantic Desktop systems.

1 Introduction

Designing an infrastructure for knowledge communities requires not only techni-
cal expertise, but also a proper understanding of the human and social aspects
of communities. Understanding these aspects is necessary because the success of
communities often depends on subtle design issues [1, 2].

The structure and dynamics of a community emerge from local interactions of
its members. These interactions cannot be controlled to produce specific collec-
tive behaviour, as each community member is autonomous and interdependent.
However, we can support communities by designing an infrastructure that fosters
characteristics of successful communities, such as a high level of participation,
contribution, and cooperation among community members.

Recently, a vision [3] has emerged of building peer-to-peer (P2P), seman-
tically rich knowledge communities. The basic idea is to apply Semantic Web
principles [4] to personal information management (PIM), resulting in Semantic
Desktop systems (e.g., [5, 6]). Then these systems are interconnected using a
P2P protocol, providing an infrastructure for online communities. Some of the
technical aspects of such infrastructures have been discussed elsewhere (e.g., [3,
5–7]). However, the discussions so far have overlooked the existing user practices
in PIM and social aspects of communities. Unless the new infrastructures accom-
modate these practices, they will not be adopted by users, and their applications
will be severely limited.

In this paper, we review previous research on personal information manage-
ment and social aspects of knowledge management, so that lessons from many
user studies about PIM and online communities can be used for implementing the



vision of P2P knowledge communities [3]. The paper consists of five main parts:
(1) user practices in PIM, (2) problems in information management, (3) various
approaches to solving the problems, (4) design criteria for Semantic Desktop
systems, and (5) social aspects of knowledge communities.

In the first three parts, we give background information about PIM—activities
in organizing and managing information for personal use. The discussion focuses
on human factors in PIM, which then become the basis for the development
of criteria for designing Semantic Desktop systems. In the last part, we discuss
social aspects of communities, such as the role of social networks in information
and knowledge management, and factors that motivate users to contribute to
their communities.

2 User Practices in Personal Information Management

This section discusses existing research on user practices in personal information
management. First, it outlines common purposes of PIM, then discusses different
types of filing behaviours, and finally highlights the importance of various cues
in information management.

2.1 Basic Purposes: Finding and Reminding

People manage their documents not only to make it easier to find them later,
but also to remind themselves of their tasks [8, 9]. To make finding documents
easier, people arrange the documents according to some logical order. To achieve
the reminding function, they make relevant documents more visible than others.
For example, putting a document on a computer desktop can remind the user
to work on the document.

To support finding and reminding, people organize their documents using
“files” and “piles” [8, 10]. Files are organized document collections and usually
contain archived information. Piles, on the other hand, are disorganized docu-
ment collections and typically contain work-in-progress documents. A pile can
function as a reminder and a temporary organizational unit. Although not or-
ganized explicitly, elements of a pile may naturally follow reverse chronological
order [8].

When searching for specific information on their personal computer, users
prefer to browse their directories manually than to use a search tool [9, 11, 12].
This preference may result from users’ familiarity with their personal workspace:
they feel that they know where they have saved a document. Users tend to use
a search tool only when they cannot find a document manually, or when they
search information that is available outside their personal workspace, such as on
a shared file server or on the Web.

2.2 Filing Behaviour

A common activity in information management is to file documents; that is, to
place documents in an appropriate folder or category.



People’s behaviour in organizing their documents ranges from “pilers” to
“filers” [12–14]. Pilers are users who do not categorize their documents. An
example is an email user who leaves all incoming messages in the inbox. Filers,
on the other hand, are those who use folders extensively; they create many folders
and classify their documents into various folders on a daily basis.

Personality traits and job types affect people’s filing behaviour. Some people
tend to be more organized than others. People whose tasks are structured and
routine tend to file their documents more frequently than those whose tasks are
unstructured [8]. For knowledge workers [15], for example, filing information is
often not so important, as their work relies heavily on creativity and knowledge
that is in their mind. Thus, knowledge workers focus on absorbing information
contained in documents, rather than relying on them.

Researchers have observed filing behaviour in various applications, such as
email [12, 14], Web bookmarks [12, 13], and file systems [12]. The classification of
filing behaviour in these studies, however, is not absolute. People’s behaviour is
complex, so it is possible to refine the suggested classification schemes. Boardman
and Sasse [12] observe that users in practice use multiple strategies to manage
emails and Web bookmarks. Specifically, some email users file important mes-
sages immediately (frequent filers), but leave other messages in the inbox and
organize them occasionally (spring cleaners). Similarly, Internet users organize
some of their new Web bookmarks at the creation time (creation-time filers),
but leave others as they are (no-filers).

The research discussed above studies how frequently and when people file
their documents, but it does not discuss how people group their documents.
What factors affect classificatory decisions?

Documents’ intended use or purpose appears to be a strong factor that af-
fects classificatory decisions [16]. People tend to group documents based on the
task related to the documents, such as grouping all materials for teaching a
course Computer Science 101. Basic properties of documents—their size, type,
or author—are less influential than their intended use. In organizing photos [17],
however, people typically use temporal information, such as events or date, as
the main factor in making classificatory decisions.

2.3 The Importance of Context and Cues

People use various cues to maintain contextual information of their documents.
A business card attached on a paper may serve as a reminder to send the paper
to a particular person. A date written on top of a document may remind the
user of a project’s deadline. A red folder may indicate the urgency of documents
within it. These cues, however, can be interpreted and used in different ways.
Therefore, knowing the context in which such cues are being used is crucial.

Context is important for a proper understanding of information and in the
recall process [18]. A classic example, as discussed in [18], is a chess study [19].
This study suggests that chess experts can reconstruct chess positions from real
play well because the positions are meaningful to them, which helps in recall.
When the positions are randomized, their ability to recall declines significantly.



In the context of information management, associating a document with various
cues—visual, spatial, chronological, or contextual—can improve people’s ability
to find the document because humans are good at remembering the appearance,
essence, and context of a document. Without such cues, people have to remember
details, such as filenames, which they are not good at.

Spatial locations of documents also carry semantic information to the user. In
office organization, people keep documents that are more recent or urgent closer
to the centre of their working area [8, 20]. In desktop organization, computer
users arrange their screen systematically [11]: they group program shortcuts on
a specific region, put related documents close to each other, and try to arrange
their screen’s layout symmetrically. Such spatial organizations can help users
locate frequently used programs and documents on their computer.

3 Problems in Information Management

Current systems for PIM are far from being perfect. Studies report four areas
where improvement is necessary: supporting information organization better,
maintaining context and retrieval cues, dealing with the problem of information
overload, and supporting interoperability between individuals or organizations.

3.1 Filing

Filing information is difficult. It has been observed in various studies, including
office organization [8, 10], email management [14], and desktop organization [11].
In these studies, users state that filing is a heavyweight cognitive activity: they
cannot make classificatory decisions easily. When filing a document, users try
to put the document into a category in which they expect to remember it for
later retrieval. Because there are many ways to organize documents, as discussed
in section 2.2, a classification scheme that is currently appropriate may become
unsuitable as the user requirements or goals change over time.

The currently predominant hierarchical structure in information management
makes filing information difficult and inflexible. In the physical world, people are
limited to having to put a document into one specific folder, unless they make a
copy of the document, which then can be put in a different folder. Unfortunately,
most file systems and computer applications impose the same restriction: they
do not allow users to classify a document into multiple categories (e.g., folders
or directories). Although users can alleviate this problem by making copies of
documents or links to files, they normally do not do this [10].

Hierarchies also restrict users from capturing multiple semantics of a docu-
ment. Where should a user save a paper about the Semantic Web and ontology,
in a “Semantic Web” or an “Ontology” directory? Filing the paper in either of
these categories causes loss of information about the document’s content. And
it complicates the retrieval process, as the user has to remember exactly the
location of the paper. Although the user could create a “Semantic Web and On-
tology” directory, it is uncommon to have a category with multiple semantics.



The ambiguity of natural languages also contributes to the difficulty of filing
information. A word can refer to different things. A category “Networks” may
refer to network protocols, Internet applications, or even network marketing.
Thus, it is difficult to choose good names for semantic categories. In addition,
it is hard later to remember the intended semantics of the categories, as the
mind-set of the user may change in the meantime. Often a category created with
a specific semantics “evolves” due to filing of documents that do not exactly fit
in it, because users are reluctant to create a new category, since this may require
reorganization of the previously classified documents.

3.2 Maintaining Context and Retrieval Cues

Computer systems offer limited supports for maintaining context and retrieval
cues in information management. Visual, contextual, and spatial cues are impor-
tant for finding and reminding [18]. In the physical world, tangible documents
have rich features, such as colour, size and thickness, which can serve as retrieval
cues. For example, when searching for a book, people may forget the book’s title,
but they usually can still remember the book’s appearance. Therefore, they can
limit their search based on these cues. Unfortunately, many of these cues are
lost in the digital world. Instead of maintaining visual retrieval cues, computer
systems display details of files, such as their name, type, and size, which are
less useful for retrieval cues. Furthermore, there are only limited possibilities for
users to arrange the spatial layout of their document collections.

Filing documents removes some contextual information of the documents.
Suppose that in an office, a user keeps urgent documents in a red folder. While
the folder is on a desk, it can remind the user of the urgency of the documents
within it. However, when the user puts the folder into a filing cabinet, the user
can no longer see the urgency denoted by the red colour. A similar effect applies
to digital documents. For example, saving an email attachment in a file folder
removes the contextual information (e.g., from whom and when the document
was received), which is usually available in the email body [20].

Context can also be lost because of some habitual use of computer applica-
tions. For example, an email’s subject and its content are not necessarily con-
sistent, as users often simply press “reply” to an old message when starting new
conversational threads. In a long conversational thread, users may not include all
previous messages when sending a reply. They may also discuss topics that are
irrelevant to the initial topic of discussion without changing the email subject.

3.3 Information Overload

People often have to deal with amounts of information exceeding their processing
capability. This phenomenon appears in various studies of management of files
[9], paper archives [21], email [14], and social networks [22, 23]. Across these stud-
ies, the main problem is related to the volume of information that people have
to manage. On a closer look, however, there are finer issues in the information
overload problem as discussed below.



People need to manage many ephemeral documents [9], such as emails and
memos. Ephemeral documents usually serve as reminders, so they should be kept
visible. However, computer screens are spatially limited, so users cannot arrange
such documents freely. Moreover, the lifetime of these documents sometimes
depends on other people. For example, a note is only relevant until a reply from
another person arrives. Unfortunately, not all people respond to others’ requests
timely, making the management of ephemeral documents more difficult.

Studies [14, 24] observe that people use email not only for communication,
but also for reminders, personal archiving, and task and contact management.
These practices exacerbate the information overload problem, as they cause users
to receive and manage more messages without using the right tool.

Another problem related to information overload, called premature filing, is
observed in the management of paper archives [21]. This problem is described as
follows. When receiving many documents, people cannot always decide the use-
fulness of these documents immediately. While they do not want to keep useless
documents, they consider the potential value of these documents and hence hes-
itate to discard them right away. So they decide to file these documents, hoping
to find time to assess their value later. Unfortunately, filing makes documents
less visible. As people receive many new documents, they often forget about
their filed documents. As a result, they keep many documents, which have little
value to them, and are often discarded later without ever being read [21].

3.4 Interoperability

Problems in personal information management escalate when people have to
share documents. People are familiar with their personal workspace: they or-
ganize it personally, know the contents of their document collections well, and
decide the semantic organization of their workspace by themselves. These char-
acteristics, however, do not exist in a shared repository: several people have
access to the repository; others may add new documents to it; and as a team,
they have to agree to some convention of how to organize this repository.

Due to the rich semantics in natural languages, people often use different
words to refer to the same concept, and use the same word to refer to different
concepts. According to Furnas et al. [25], the probability of two persons choosing
the same word to describe the same concept is less than 0.20. In other words, it
is unlikely that people will use the same vocabulary to describe the same things.

In collaborative work involving different groups of people, each group may
require local customizations of documents, have different views of the shared
objects, or favour a certain filing scheme [26, 27]. Dourish et al. [27] report that
in an organization that has a standard filing scheme, each group still needs to
adjust the standard filing scheme to meet requirements of different projects. As
each group has its own local view, document sharing between groups becomes
complicated. To be understandable, local customizations should be presented to
each group differently, ideally, according to the corresponding group’s local view.

Even for a small, relatively homogeneous team [28], interoperability prob-
lems exist. These problems include personal preferences over coarse- or fine-



grained categorization, topic- or purpose-based categorization, and syntactic- or
semantic-based categorization.

4 Approaches to Handling Problems in Information
Management

A variety of approaches have been proposed to deal with the problems discussed
in the previous section. We focus on four main approaches below: tagging, flexible
collections, temporal-based organizations, and the Semantic Desktop.

4.1 Tagging

The basic principle of tagging is to assign attributes (i.e., 〈field, value〉 pairs)
to documents, and then to allow users to use these attributes to organize and
retrieve documents [29–31]. This principle enables users to assign multiple at-
tributes to a document, so they can express the semantics of a document more
flexibly. Users are no longer limited to having to classify a document into a single
category as with filing.

The concept of tagging has been applied to several file systems [29, 30, 32].
These systems use tagging for providing a flexible way of retrieving and grouping
files. To retrieve and group files, users are no longer restricted to one strict
hierarchical structure. Instead, they can group files based on a certain attribute
of the files. For example, in a Semantic File System [29], to retrieve all papers
about Semantic Web, a user can submit a query “topic=semantic web”1 and the
system will create a virtual directory containing all files that match the query.

Attributes have been used not only for providing associative access in file
systems, but also for providing personalized services [33] and managing docu-
ments [31, 34, 35]. In general, these systems use attributes to capture metadata
and to provide a flexible way of organizing and retrieving documents. Placeless
Document Systems [34], however, extend this usage by allowing an attribute’s
value to be active code. So, for example, users can assign a program to a doc-
ument, which backups the document periodically. This allows to associate not
just semantics, but also computation with the corresponding documents.

4.2 Flexible Collections

Collections are an abstraction for handling the limitations of a hierarchical struc-
ture and for providing a flexible way of organizing various types of documents.
There are two main principles of collections [31, 36]: (1) a document can be-
long to multiple collections, and (2) a collection can contain different types of
documents.

The first principle allows a document to become a member of several different
collections. This membership can be static, dynamic, or a combination of static
1 The actual form of queries in Semantic File Systems is specified as virtual directory

names, e.g., /sfs/topic:/semanticweb.



and dynamic. For example, semantic directories [30] and fluid collections [31]
enable users to specify an inclusion list, an exclusion list, and a query to create a
collection. The inclusion list contains a list of documents that must be included
in the collection regardless of the query. The exclusion list specifies documents
that must be excluded from the collection even if they match the query. The
query states the criteria of documents to be included in the collection.

The second principle enables users to put various types of documents—such
as emails, Web bookmarks, appointments, contact lists, and Word documents—
together into a collection. Users can organize their documents in a more logical
and meaningful way, as document organization is abstracted from the applica-
tions that produce the documents.

4.3 Time-Based Approaches

Time-based approaches provide an alternative to the desktop metaphor for man-
aging information. These approaches are based on the fact that time is an im-
portant retrieval cue in information management [8, 17, 37]. Examples of such
approaches include Lifestreams [38] and Time-Machine Computing [39].

Lifestreams [38] stores a user’s personal information chronologically as a
lifestream. A lifestream contains old documents, working documents, and possi-
bly, future documents, such as appointments and reminders. A document’s name
is not mandatory because the system is responsible for identifying and placing
the document in the lifestream. To facilitate information organization and re-
trieval, the user can create substreams to display only subsets of documents in
the lifestream. Within a substream, the user can refine the query further by
creating other substreams. Finally, Lifestreams is also capable of summarizing
information in a substream and presenting the result to the user.

Time-Machine Computing (TMC) [39] extends the idea of Lifestreams [38]
by capturing both temporal and spatial information of a document. To do so,
TMC provides a special desktop that allows users to keep and organize their
documents spatially on this desktop. Users may remove documents from their
desktop. However, these documents are not deleted permanently because TMC
keeps track of any state changes on the desktop. Thus, users can access their
removed document by setting their desktop’s time back to a point before they
remove the desired document, and TMC will restore the state of the users’
desktop at the specified time.

4.4 The Semantic Desktop

The core technology of the Semantic Desktop is the Semantic Web [4]: an ex-
tension of the current World Wide Web that enables machines to “understand”
and process information intelligently. As discussed in [4], the main components
of the Semantic Web consist of the Extensible Markup Language (XML), the
Resource Description Framework (RDF), and ontologies. XML enables users to
create arbitrary tags for describing the structure of documents. RDF provides a



framework to express the meaning of information using XML. And an ontology—
“an explicit specification of conceptualization” [40]—makes information sharing
meaningful by providing a set of vocabulary to discuss a particular domain.

The main idea of the Semantic Desktop [3, 5, 6] is to apply principles of the
Semantic Web [4] to personal information management. This approach allows
the creation of semantically rich PIM tools. Semantic Desktop systems can use
RDF to express both the structure and semantics of webs of information on a
user’s personal computer as metadata. Because this metadata can be “under-
stood” by machines, this approach has potential for improving current practices
in PIM: information overload can be reduced by delegating well-defined tasks to
agents; information sharing can be more meaningful and contextually rich, as the
corresponding metadata is also shared and described using common ontologies.

Like the Semantic Web, the Semantic Desktop treats information as a Web
resource, so information is identified using a Uniform Resource Identifier [3,
6]. Some projects developing Semantic Desktop systems include Haystack [5],
Gnowsis [6], Chandler,2 and Fenfire.3

5 Design Criteria for Semantic Desktop Systems

To be adopted widely by users, Semantic Desktop systems must be designed
properly. One of the most important aspects in design is to know the users. Thus,
based on the existing user practices and limitations of approaches to personal
information management, we propose preliminary design criteria for evaluating
Semantic Desktop systems as follows:

– Flexibility: A Semantic Desktop system should support flexible informa-
tion organization. This organization should be abstracted from both the
structure of information storage (e.g., hierarchical file systems) and desktop
applications (e.g., email tools, Web browsers, and task management tools).
Grouping and regrouping information should be easy. Users should be able
to arrange information based on their logical views, intentions, or usage pat-
terns. For example, users should have options to sort information based on
its frequency of access, its level of importance, or its level of urgency. Flex-
ibility is important because users have different needs and preferences in
organizing information (see section 2.2).

– Retrievability: Users should be able to find desired information easily. Just
like other Web resources, users’ personal information should be accessible vir-
tually from anywhere. Users do not need to know where their data actually
resides on. And since users like browsing their personal workspace [9, 11, 12],
a Semantic Desktop system should provide a good browser, which supports
multiple information visualizations and allows users to see cues and contex-
tual information of their documents to facilitate retrieval. In other words,
the search mechanism should favour recognition over recall.

2 http://www.osafoundation.org/Chandler Compelling Vision.htm
3 http://fenfire.org/vision.html



– Security: While easy access to information is desirable, security must not be
compromised. Every access to the user’s data must be authorized. Sensitive
information should be transferred through a secure channel and encrypted.
A Semantic Desktop system should authenticate shared data and metadata.
Also, it should allow users to control access privileges of their information
(e.g., public, group, or private data).

– Context maintenance: Contextual information of documents is usually
stored as metadata. Creating metadata sometimes requires manual input
from users. Unfortunately, users are generally reluctant to do more work,
such as typing additional information about a document. Thus, a Semantic
Desktop system should be able to capture or create metadata automatically,
for example, by using context analysis [41] or data-mining techniques. If
user input is unavoidable, then the system should provide a mechanism that
allows easy annotation (e.g., [42]). Presenting summaries of interactions [43]
can also help users recall the context of interactions while communicating
with other people.

– Proactiveness: A Semantic Desktop system should be proactive in pro-
moting awareness to the user. Examples include notifying users when they
receive emails from their important contacts, highlighting important or re-
lated documents, and reminding users of their appointments and tasks.

– Cognitive load: A Semantic Desktop system should minimize the user’s
cognitive effort necessary to use the system. Reducing cognitive load can
be achieved using various ways, such as encapsulating technical details from
users, enabling users to delegate well-defined tasks to agents, presenting sum-
maries of information, and filtering in/out incoming information.

– Interoperability: Interoperability can be examined from different perspec-
tives. At a system level, a Semantic Desktop system should promote inter-
operability both among desktop applications on a single computer and with
other Semantic Desktop systems. At a user level, the system should resolve
inconsistencies among different ontologies used by users.

– Performance: A system performance should be reasonable and acceptable
to users. Responses to user queries should be timely. Resource consumption
and allocation should be well managed.

Evaluating a PIM tool rigorously requires a well-designed user study and
in-depth analysis. While such rigorous analysis is out of scope of this paper, we
present simple analyses to illustrate trade-offs of existing approaches to PIM.

Most operating systems and desktop applications currently offer hierarchical
structures for information organization. Such structures are not flexible enough
to meet the user requirements (see section 3.1). Consequently, users feel that
organizing information is a heavyweight cognitive activity. This inflexibility also
complicates information retrieval, as the context of documents can only be main-
tained in a limited way. Despite their disadvantages, hierarchical tree structures
are computationally efficient and hence deliver good performance.

The Semantic Desktop views information, regardless of its type, as a Web
resource. This view allows flexible information organization and easy retrieval.



This approach promotes a contextually rich PIM environment where metadata
is described using RDF and ontologies, which support interoperability4 among
applications and with other systems. Proactive agents can be used to deal with
information overload. The Semantic Desktop, however, is complex, and therefore
should minimize the user’s cognitive load so that it is usable by average users.

6 Social Aspects of Knowledge Communities

We have reviewed practices, problems, and approaches in information manage-
ment from individual users’ point of view. While this review is useful for devel-
oping a PIM tool, to build successful knowledge communities, we should also
consider social aspects of communities. What is the role of social networks in
information and knowledge management? How can we use social networks to
develop a better infrastructure for knowledge management? How can users be
motivated to participate and contribute to their communities? These issues are
discussed in this section.

6.1 The Role of Social Networks

Social networks [44] study relationships and information flows among people,
and play an important role in information and knowledge management. People
set a high priority to messages that they receive from families, bosses, or closed
friends. They prefer to collaborate with their trusted friends. And they are more
willing to share their knowledge in an environment where they feel accepted and
secured—safe to speak up their minds, safe to make mistakes, and so on. In other
words, trust and interpersonal relationships are important. It is not surprising
that people make considerable efforts in maintaining and expanding their social
networks [22].

Informal conversations, which usually happen in office lounges or other recre-
ational places, have potential for building trust and relationships [45]. In such
relaxing places, people can talk informally about work or personal things while
developing relationships with other co-workers. In computer systems, such infor-
mal conversations can be supported by chat applications [45, 46].

The main activities in maintaining social networks include remembering and
communicating [22]. Remembering people’s expertise is necessary for locating the
right resources. Remembering personal details enables people to give a personal
touch to their relationships, for example, by sending birthday or anniversary
cards. To facilitate remembering, people maintain intermittent communications,
especially with members of their social networks who are currently inactive, such
as with collaborators from past projects. Communication is helpful to refresh
memories of both parties and to maintain connections between them.

4 Achieving large scale interoperability, however, is a non-trivial task.



6.2 User Motivation

Communities need a critical mass of users. Not only the number of users is
crucial, but also their participation in the communities. Without a critical mass,
the systems underlying communities will be abandoned by the users [47, 48].

Every person has a personal goal and motivation to join and participate in a
knowledge sharing community. Some may want to meet new people with similar
interests while others want to learn and follow the development of a research
area. Although individual goals may vary, members of a community usually
share a common interest to some degree. In general, people will stay active in
a community if by doing so they can achieve their goals. Despite the variety
of individual goals and motivation, how can we motivate users to participate
actively in their communities?

Giving rewards to active users is a common approach to increasing user
participation in online communities. Rewards can be in various forms, including
getting better services, more privileges, or a higher status or visibility in the
community [48].

Because one’s behaviour is usually influenced by others, another approach
to motivating users is by promoting social awareness within a community [47,
49]. The basic idea is to give information about the structure and activities in a
community. Examples include displaying a list of online users, giving notifications
about some events, and visualizing the users’ reputation and social networks. By
knowing that there are activities in their community, users are expected to stay
active in it (i.e., to keep using the system). Furthermore, knowing the “presence”
of others can give a good feeling to users [46]. Social awareness can also serve
as social control [50] because when users realize that others know about their
activities or behaviour, they will likely behave according to social norms.

6.3 Communities of Practice

In practice, the most effective ways of creating and communicating knowledge
are not through written documents, but through personal interactions, including
informal conversation, storytelling, and dialogue [45, 51]. Personal interactions
are important because knowledge is not an isolated entity: knowledge is a con-
crete form of what is in a person’s mind, and how others perceive it [51]. Thus,
knowledge exchange processes involve both knowledge creators and users. When
reading a document, readers can only rely on their perception. They cannot val-
idate whether they have understood the document correctly. Interactions with
the author can reduce this problem, as readers can argue, ask questions, or val-
idate their understanding with the author. At the same time, the author can
assess readers’ interest and understanding by looking at their gestures or asking
for feedback.

Because of the nature of knowledge exchange processes, people use knowledge
databases not only to find specific information, but also to interact with people
who produce or use the information [50]. For example, to increase the chance
of getting a project proposal approved, it is very helpful to read examples of



successful proposals and to talk with the authors. The authors can give many
insights that are not available in the proposals, or help introduce key persons as
potential referees. Thus, in addition to storing information, knowledge databases
should help users maintain and expand their social networks [49].

7 Concluding Remarks

To design a collaboration infrastructure, we should consider both its technical
and social aspects. Technologies are a prerequisite for implementing such infras-
tructures. However, whether users will adopt and use an infrastructure often
depends on design subtleties, such as how well the design fits the existing user
practices. While we cannot control the dynamics of communities, we can sup-
port them by designing an infrastructure that fosters characteristics of successful
communities.

In this paper, we focused mainly on personal information management and
proposed design criteria for Semantic Desktop systems. However, we also brought
social issues in knowledge management to the discussion, as these factors are cru-
cial in the success of communities.
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