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Abstract

We present our ideas and first results
for a system to extract interactions be-
tween proteins from scientific publica-
tions. This system consists of three main
stages. First, we extract a large sample of
sentences from unannotated text. Second,
we generate language patterns using mul-
tiple sentence alignment to identify con-
sensus phrases. Last, we apply these pat-
terns to arbitrary text, again using sentence
alignment. In this paper, we concentrate
on the first step, were we extract a train-
ing sample from MEDLINE. We search for
occurrences of both partners of a known
protein-protein interaction in a single sen-
tence and further refine the resulting set
to exclude false positives. We are able to
extract almost 68,000 examples for sen-
tences that discuss protein-protein interac-
tions.

1 Introduction

The extraction of protein-protein interactions from
scientific literature has become one of the best
studied applications for text mining during the
last years. Many systems have been proposed
that aim to solve this and related problems, for
instance protein-gene and gene-gene relations.
Most approaches presented are based on statistics,
Markov modeling (Xiao et al., 2005), sentence
parsing (Daraselia et al., 2004), rules (Saric et al.,
2005), or patterns (Blaschke and Valencia, 2002;
Hao et al., 2005; Hakenberg et al., 2005). Many
machine learning techniques strongly depend on
training samples, and even some pattern match-
ing techniques learn a pattern set from an anno-
tated sample. Manually annotating such samples

is very time-consuming and tedious, and requires
domain experts, for whom there is often no imme-
diate benefit. For these and other reasons, there
exist only a few and small annotated samples for
the task of protein-protein interaction extraction.
SPIES provides a corpus of 891 sentences anno-
tated for protein-protein interactions (Hao et al.,
2005), as well as IEPA (Ding et al., 2002), and
others1. Combining those different corpora to one
large sample typically leads to inconsistent, con-
tradictory, and maybe overlapping data. Some re-
sults from cross-training experiments (named en-
tity recognition) have been published, for example
in Zhou et al. (2004). For other tasks, there are
even less or none publicly available sources. One
of the main ideas we pursue in this project deals
with automatically gathering a training corpus for
subsequent learning methods.

The approach of matching language patterns
against arbitrary text for the task of protein-protein
interaction extraction has been studied well during
the last years (see above). Depending on the sys-
tem, either these patterns (also referred to as rules
or frames) contain generalizations, or the match-
ing techniques tolerate changes. For instance,
the insertion of an adjective or determiner never
changes the overall meaning. This way, patterns
capture not only exact matches, but also slight
variations of language. Previous experiments re-
vealed that searching for language patterns can
be a very precise method (around 90%). The
achieved recall values are not convincing, at least
at high levels of precision. Keeping a certain level
of precision does not allow for too broad gener-
alizations, but on the other hand, even marginally
less strict patterns would boost the recall. An ob-

1See http://compbio.uchsc.edu/corpora/ for a collection.
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vious idea is to keep patterns as strict as possi-
ble, and just increase their overall number to en-
sure high recall. (Blaschke and Valencia, 2002)
mention a set of 31, (Hao et al., 2005) start with
192 patterns and reduce them subsequently. Most
times, there is much manual work involved in the
creation and curation of patterns, or the initial
pattern set gets learned from manually annotated
sample sentences.

Our idea to overcome the shortage of samples is
to automatically extract a large number of exam-
ples from all of MEDLINE, using a fact database
to look up possible relations. This should be ap-
plicable to any types of relations, such as protein-
protein/protein-gene interactions, enzyme kinet-
ics, drug-target relations, etc., as long as corre-
sponding fact database is available. The system
simply looks for every encountered pair of enti-
ties, if this is also contained in the database. In ad-
dition, we filter for the occurrence of certain words
near the mentioning.

2 System and methods

We parse all of MEDLINE for a context that con-
tains at least one pair of the entity class needed.
In our case, a context always is a single sen-
tence, but this can easily be adjusted to two or
more consecutive sentences or a paragraph, for in-
stance. We then apply named entity recognition
to the sentence. For this step, is is mandatory to
not only recognize names, but map them to their
respective identifiers in a database. We use the
tool described in Kirsch et al. (2005), that recog-
nizes protein names and maps them to the UniProt
database (Bairoch et al., 2005). The dictionary for
this tool so far includes 195,908 terms, and was
parsed from the database entries (names and syn-
onyms). One term might fit multiple UniProt en-
tries (IDs), and multiple entries might map to the
same ID. We extracted 41,748 pairs of interacting
proteins from the IntAct database (Hermjakob et
al., 2004) (31,471 proteins, May 2005). When-
ever we find two or more proteins in a sentence,
we search for every possible combination of these
in the IntAct pairs. This way, a single sentence
might mention more than one interaction at once.
With an additional filter we try to exclude simple
enumerations and other ’random’ co-occurrences
of IntAct pairs. We skip all sentences that do not
contain a word referring to an interaction between
proteins. Such words are, for instance, ‘phospho-

rylates’, ‘inhibitor’, etc.. All in all, we use 160
nouns, 520 verbs, and seven adjectives (including
number and conjugations), based on the collection
provided by Temkin and Gilder (2003).

For our own pattern matching technique that
searches for patterns in arbitrary text and deduces
the semantics of the new text, we use a method
that resembles sequence alignment. We reduce all
sentences collected from MEDLINE to their ‘core’,
that is where the interaction is mentioned, plus a
certain boundary. These cores are much shorter,
and do not contain the large variety to the left and
right of them. The alignment is much faster with
shorter patterns, there are less patterns, and not for
every possible full sentence there has to be a pat-
tern. The alignment uses an end-space-free strat-
egy, so that the shortest subsentence is matched
against the pattern.

3 Results

We collected almost 68,000 sentences from MED-
LINE that contain at least one pair from IntAct (see
Table 1). 31,000 of these contain an interaction
verb; almost as many contain an interaction noun;
and there are some that contain both.

Manual inspection of the collection revealed
that both the quality and variety are surprisingly
good. Table 2 lists a few examples for patterns
containing interaction verbs.

We stored all patterns in the form ‘ANY/PTN
inhibit/v:G ANY/PTN’, each pair depict-
ing the token and part-of-speech tag observed.
‘ANY/PTN’ refers to a protein with an arbitrary
name, and ‘inhibit/v:G’ refers to a verb in
gerund form, in this case the token ’inhibit’. For
all patterns and part-of-speech tags, please consult
the supplementary information.

4 Discussion and Conclusions

In this paper, we have presented a system to extract
an annotated corpus from large text collections us-
ing a fact database. In our case, we collected sen-
tences describing protein-protein interactions oc-
curring in IntAct from all of MEDLINE. Ideally,
this method provides a large sample, not only use-
ful for our subsequent steps, but as a corpus for
training systems proposed by others as well. In
addition, it could be easily adapted to collect cor-
pora for other tasks as well, such as enzyme kinet-
ics (taking BRENDA (Schomburg et al., 2004) or
Kinetikon (Menz et al., 2005) as databases), pro-



proteins in IntAct 31,471
protein pairs from IntAct 41,748
sentences with at least one IntAct pair 67,870
IntAct pairs in the sentences 117,460
sentences with IntAct pair + interaction verb 3,498
reduced to zero-word boundary, uniques 21,191
reduced to one-word boundary, uniques 24,403

Table 1: Statistics for MEDLINE sentences and interaction pairs from IntAct. Uniques include the reduc-
tion of protein names to their entity class.

PTN ) binds to PTN
PTN ) binds to its receptor ( PTN

PTN ) binds to the cytoplasmic tail of PTN
PTN is associated with PTN

PTN ( + ) T cells expressing PTN
PTN ) , which encodes the Drosophila PTN

PTN ) recruits PTN
PTN ) recruits the adapter molecule PTN
PTN site near the promoter bound c- PTN

PTN site was specifically recognized by c- PTN

Table 2: Some examples for language patterns collected from MEDLINE. Sentences were reduced to
their core, omitting boundaries. ‘PTN’ indicates proteins, while interaction words are in italics.

tein annotations from Gene Ontology (GOA, Ca-
mon et al. (2004)), targets of drugs (TTD, Chen
et al. (2002)), and many others. Prerequisites are,
however, sufficiently good named entity recogni-
tion, and further filters like words indicating asso-
ciations.

In addition to simple co-occurrences of entities
in a sentence that also contains a word referring
to a relation, we try to ensure quality by taking
only entities known to interact with each other.
Named entity recognition itself guarantees preci-
sion/recall levels of about 80% only. A false pos-
itively recognized protein is unlikely to take part
in an interaction known from IntAct. Predicting
two false positives, where this pair also occurs in
IntAct, is even less likely. By scanning for words
indicating interactions, we reduce the probability
of extracting a ’false’ sentence even further. At
the moment, we exctract interactions from single
sentences only. It is clear, however, that many ev-
idences for relations spread across multiple sen-
tences or even whole paragraphs. We thus study
how our approach can be altered to find these oc-
currences as well, though it is much harder to re-
move false positives.

Other than providing a simple and fast method
to collect an annotated corpus, we pursue several

other ideas. From a computer linguistic point of
view, it might be interesting to study the exis-
tence and usage of certain patterns of speech. This
means, for example a particular verb or group of
verbs would determine the basic structure of the
sentence it is used in, or is even used only in a
defined manner. Such analyses can be performed
very easily on a large sample corpus.

Future research directions

Our next steps will focus on the application of
the collected language patterns to the extraction
of protein-protein interactions from arbitrary text.
Even after reduction the pattern set is still too large
to apply every single one to every new sentence.
In addition, the pattern set misses a lot of inter-
actions, because it is in no way generalized, and
even its large size surely cannot grasp all varieties
of human language. We would like to general-
ize the patterns by subsequently transforming the
most similar patterns into consensus patterns, as
provided by multiple sentence alignment. These
consensus patterns describe motifs commonly ob-
served in scientific text, using information such as
tokens, lemmata, part-of-speech tags, etc. They
form word sequences containing not only fixed po-
sitions, but also free positions and weighted lists of



possible word occurrences, even interdependent.
The support of each (consensus) pattern is given

with a data set (the collected language patterns
or a benchmark corpus). It determines the pat-
tern’s usefulness and reveals possible containment
in other patterns, when calculated separately and
jointly. Precision and recall of each pattern can be
determined as well. For fast applications, only the
best n patterns could be used.

5 Supplementary information

For supplementary information, please see
http://www.informatik.hu-berlin.de/˜hakenber/
publ/suppl/.
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