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Abstract

In this paper, we describe an application of argumen-
tation theory in order to support decision making in a
real world problem. In particular, we present an applica-
tion of argumentation theory in order to support the de-
cision of whether an organ is viable or not for transplant-
ing. Our research is divided in two directions: the first
one is related to manage the conflicts between arguments
and the second one is related to the encoding of medical
knowledge and the building of arguments from the medi-
cal knowledge.

1. Introduction

Human organ transplantation constitutes the only
effective therapy for many life-threatening diseases.
While becoming a commonplace medical event there
is a growing disparity between the demand for and the
supply of organs for transplantation. Despite this dis-
parity, a great percentage of human organs available
for transplantation, are discarded as being considered
non-viable for that purpose. Given the importance of
this issue, much effort is devoted in finding ways to re-
duce this gap between demand and supply.

In [25], we describe an alternative procedure for re-
ducing the number of organs which are discarded for
transplanting1. The main idea in this procedure, is that
most specialists in transplantations (Transplant Coor-
dinators) take part on the decision if an organ is vi-
able or not for transplanting. This idea is based on
the premises that organs are rarely non-viable or ideal

1 We freely admit that our experience of practice is limited (to
this date) to the Spanish and Catalan organizations, however
they are among the leaders in organ transplantation in the
world.

per se and in areas as the medical domain, the quali-
fied professional often disagree. This means that what
may be a sufficient reason for discarding an organ for
some qualified professional may not be the same for
others. Our proposal is embedded in the context of a
multi-agent platform, called CARREL [26]. Essentially,
we can identify two agents supporting the decision if
an organ is viable or not. The first one is the Trans-
plant Coordinator Agent (TCAx), which makes the de-
cisions, if an organ is viable or not, in each Transplant
Unit (Hospital). The second one is the Mediator Agent
(ME) which evaluates TCAj ’s arguments by consider-
ing TCAj ’s reputation and TCAj ’s considerations.

Example 1 Let us assume that we have two transplant
coordinators, one which is against the viability of the or-
gan (TCAD) and one which is in favour of the viability of
the organ (TCAR).TCAD argues that the organ is not vi-
able, since the donor had endocarditis due to streptococ-
cus viridans, then the recipient could be infected by the
same microorganism. In contrast, TCAR argues that the
organ is viable, because the organ presents correct func-
tion and correct structure and the infection could be pre-
vented with post-treatment with penicillin, even if the re-
cipient is allergic to penicillin, there is the option of post-
treatment with teicoplanin. From these disagreements,
we can identify the following arguments: nv = organ is
non viable, v = organ is viable, cfs = organ has correct
function and correct structure, risv = recipient could be
infected with streptococcus viridans, pp = post-treatment
with administer penicillin, pt = post-treatment with ad-
minister teicoplanin, ap = recipient is allergic to peni-
cillin.

The relationship between the arguments could be repre-
sented by a direct graph, as it is shown in Figure 1. Where
the arrows represent disagreements between them.For in-
stance, the argument nv disagrees with v. Now, the me-
diator Agent (ME) needs to evaluate TCAD’s arguments



and TCAR ’s arguments in order to give an answer to
the following question: is the organ viable for transplant-
ing?

Figure 1. A simple scenario.

Nowadays, several approaches have been proposed
in order to support/make a decision in situations like
Example 1. The decision, if and organ is viable or not,
can be regarded as an argumentation-based inference.

The first part of an argumentation-based inference is
to build arguments from a knowledge base e.g.,TCAx’s
knowledge base and donor information. After that, the
conflicts between arguments are identified e.g., why an
organ is viable for transplanting and why is not viable
for transplanting. In this part of the argumentation-
based inference, one can define preferences over the
arguments e.g., a transplant coordinator could prefer
transplanting organs only if the donor does not have
any infections. After the definition of preferences, it is
selected the set of arguments which are considered as
acceptable and then, from this set of arguments con-
clusions are built.

Thus, in order to TCAx and MA act plausibly under
a process of argumentation based inference, we need to
provide them certain basic components: 1.- a rational-
ity criterion for choosing one decision over another; 2.-
an enough versatile specification language for encod-
ing the available knowledge and the uncertainties in-
volved; and 3.- effective computational algorithms for
implementing the choices dictated by 1) and 2).

In this paper, we present our positions and our re-
search issues in order to design and build argumenta-
tive agents which could support the decisions that a
specialistic, in organ transplanting, makes in order to
decide if an organ is viable or not for transplanting.

The rest of the paper is structured as following: In
§2, we describe one of the most successful abstract ar-
gumentation approach for managing conflicts between
arguments. In §3, we describe some of the issues that
must be considered in order to support medical deci-
sions and encode medical knowledge. In §4, we present
our results in order to pursue our objectives. Finally,
in the last section we present our conclusions.

2. Abstract Argumentation

Although, several approaches have been proposed
for argument theory, Dung’s approach, presented in [8],
is a unifying framework which has played an influen-
tial role on argumentation research and AI. Besides,
Dung’s approach is mainly relevant in fields where con-
flict management plays a central role. For instance,
Dung showed that his theory naturally captures the
solutions of the theory of n-person game and the well-
known stable marriage problem.

Dung’s approach is regarded as an abstract argu-
mentation approach because it does not define a struc-
ture for the arguments. It only looks for the arguments
which could be considered acceptable. Dung’s approach
is captured by four argumentation semantics: stable se-
mantics, preferred semantics, grounded semantics, and
complete semantics. The central notion of these seman-
tics is the acceptability of the arguments. An argument
is called acceptable if and only if it belongs to a set of
arguments which is called extension.

The basic structure of the Dung’s approach is
called argumentation framework. Essentially, it is
a pair of sets 〈AR, attacks〉, where AR is a fi-
nite set of arguments and attacks is a binary re-
lation on AR, i.e. attacks ⊆ AR × AR. For in-
stance, the argumentation framework that repre-
sents the problem of Example 1 is 〈AR, attacks〉,
where AR := {nv, v, cfs, risv, pp, pt, ap} and
attacks := {(v, nv), (nv, v), (risv, v), (cfs, nv),
(pp, risv), (pt, risv), (ap, pp)}.

Although Dung’s framework is captured by four ar-
gumentation semantics, the main semantics for collec-
tive acceptability are the grounded semantics and the
preferred semantics [22]. The first one adheres to the
so-called unique-status approach, since for a given ar-
gumentation framework it always identifies a single ex-
tension, called grounded extension. Instead, the pre-
ferred semantics follows a multiple-status approach by
identifying a set of preferred extensions. Since the pre-
ferred semantics overcomes the limitations of the stable
semantics and the grounded semantics, it is regarded
as the most satisfactory approach.



Nowadays, it has been pointed out that the pre-
ferred semantics has some problems. It seems that one
of its problems is that the preferred semantics is af-
fected by the length of the cycles of attacks [20, 5].
Authors in [20] underline: “In fact, this seems one of
the main unsolved problems in argumentation-based
semantics.” Also, Caminada has identified that the pre-
ferred semantics does not satisfy a postulate what he
calls non-contamination [7]. Baroni et al. [4] have also
identified that the preferred semantics does not sat-
isfy a property that they call skepticism adequacy.

Although, the preferred semantics’ problems happen
in some particular cases, it is not difficult to build ex-
amples in our medical domain where preferred seman-
tics’ problems protrude. Let us consider the following
example.

Example 2 Let us suppose that there is a kidney from
a donor which had endocarditis and then the kidney was
labeled as not viable for transplanting. On the other hand,
there are three transplant coordinators which agree that
the endocarditis is not a contraindication for discarding
the kidney. However, they disagree w.r.t. the treatment
which must be applied to the recipient and the donor (in
this case the donor is already brain-dead).

Let e be the argument that suggests that the kidney is
viable for transplanting, d be the argument that suggest
that the kidney is not viable for transplanting because the
donor had endocarditis, and a, b, c be the arguments of the
transplant coordinators. The relationship between these
arguments defines the following argumentation frame-
work: AF = 〈AR, attacks〉, where AR := {a, b, c, d, e}
and attacks := {(a, c), (c, b), (b, a), (a, d), (c, d), (b, d),
(d, e)}.

Now, let us consider the preferred semantics of AF .
The only preferred extension of AF is the empty set {}.
This means that the preferred semantics could not say
anything about the viability of the kidney. Intuitively, we
can expect to get at least the argument e as acceptable
which suggest that the kidney is viable for transplanting
since there are three transplant coordinators which agree
w.r.t. the viability of the kidney.

It is clear that we need to find some new abstract
argumentation semantics, however it seems that the
new argumentation semantics must follow preferred se-
mantics’ philosophy, since preferred semantics has been
shown its utility.

3. Argumentation-based decision mak-
ing systems

To support/justify a decision in the medical domain
is not an easy task. This is because, in many medical

situations a medical decision is needed before the de-
cision options, or the relevant information source, are
fully known [9].

Example 3 For instance, suppose that a donor suffer-
ing from certain symptoms takes a blood test, and that the
results show the presence of a bacteria of a certain cate-
gory in his blood. There two types of bacteria in this cat-
egory, and the blood test does not pinpoint whether the
bacteria present in the blood is either streptococcus viri-
dans or X. The problem is that if the bacteria is strep-
tococcus viridans the recipient have to be treated by an-
tibiotics of large spectrum because streptococcus viridans
suggests endocarditis. However, the doctor tries not to
prescribe antibiotics of large spectrum, because they are
harmful to the immune system. The doctor in this case
must evaluate a potentia choice, where each potential
choice has pros and cons of various strengths and incom-
plete information2.

This example suggests that usually medical decision
making is taken under uncertainty. This means that the
environment in which the decision takes place is incom-
plete, imprecise or uncertain. Thus, we need to identify
a suitable argumentation approach which considers de-
cision making under uncertainty in order to build ar-
guments that support the medical decisions.

As, in many medical situations a medical decision is
needed before the decision options, or the relevant in-
formation source, are fully known. Modeling assump-
tions (absence of evidence) in our knowledge base takes
special relevance. For instance, let us consider again
Example 3. One doctor’s belief could be: Use antibi-
otics of large spectrum if there is not alternative treat-
ment. It may be expressed using negation as failure as:

antibiotics large spectrum ← not alternative treatment

However, this is a dangerous way to state it: assume
that there is no available knowledge about any other al-
ternative treatment. Instead, it would be appropriate
to demand for all available explicit knowledge about
whether or not there exists an alternative treatment,
as could be expressed using explicit negation (classic
negation):

antibiotics large spectrum ← ¬ alternative treatment

The combination of negation as failure and explicit
negation allows for a more cautious statement as posi-
tive facts, while the rule:

2 This example is an adaptation of Example 6 from [11].



¬antibiotics large spectrum ← alternative treatment

states that the doctor should not use antibiotics of large
spectrum if there is an alternative treatment, the rule

¬antibiotics large spectrum ← not ¬alternative treatment

states more cautiously that the doctor should not use
antibiotics of large spectrum if it has not been estab-
lish that there is not another alternative treatment.

As far as we know, there are few attempts to formal-
ize argument-based decision making under uncertainty.
According to [21], the most representative approaches
are Bonet and Geffner [6], works based on Logic of Ar-
gumentation [12] and more recently works based on the
Possibilistic Logic [1]. The first approach is not really
an argumentation approach. Also the expressive power
of that approach is limited. The second approach is a
more interesting approach than the first one. One of
its best qualities is the use of a dictionary for quan-
tifying the knowledge base and the arguments. How-
ever, there is not room for the notion of defeasibility
between arguments as in Dung’s approach. The third
approach is one of the richer approaches that there ex-
ists. It defines a clear structure for building arguments
from a knowledge base. In fact, in the case of inconsis-
tent knowledge bases, the acceptability of arguments
is essentially determined by the grounded semantics.
However, its expressiveness is limited to classic nega-
tion, therefore modeling assumptions is not quite nat-
ural.

Modeling uncertainty by numbers in the possibilis-
tic argumentation approach is a natural process, how-
ever since medical decision-making is susceptible to the
evidence of the information, it is not always natural to
quantify the medical knowledge in a numerical way. For
instance, in [24] it is pointed out that the chief disad-
vantages of the decision theory approach are the dif-
ficulties of obtaining reasonable estimates of probabil-
ities and utilities for a particular analysis. Although
techniques such as sensitivity analysis help greatly to
indicate which potential inaccuracies are unimportant,
the lack of adequate data often forces artificial simplifi-
cations of the problem and lowers confidence in the out-
come of the analysis. Hence, to quantify uncertainty,
as it is required in the possibilistic argumentation ap-
proach is not natural in the medical domain.

We can say that the languages of the exist-
ing argumentation-based decision making systems are
quite limited for our application domain. Thus, we re-
quire to look for a new approach which allows to

use both negations (negation as failure and ex-
plicit negation), and to define the notion of logical
consequence for defining the notion of argument in fa-
vor of a decision/belief. Also we require that the new
argumentation approach must emphasize in the evi-
dence, that there is in the medical knowledge, in order
to model the uncertainty involved.

4. Research issues

In this section, we present our result in order to de-
sign and build argumentative agents which could sup-
port the decisions. We start with our result w.r.t. ab-
stract argumentation and then we present our result
w.r.t. our approach for modeling medical knowledge
and building arguments.

4.1. Abstract argumentation

It is well-known that in many cases a proper repre-
sentation of a given problem, is a major step in finding
robust solutions to it. For instance, in [2] it was intro-
duced a simple and practically efficient method for re-
pairing inconsistent databases. The method is based on
a logic representation. Thus, our first step in order to
get a good understanding of Dung’s semantics in terms
logic programming semantics was to get a proper rep-
resentation of Dung’s semantics in terms of Answer-Set
Syntax [3].

Answer Set Programming (ASP) is a rich knowledge
representation approach which permits to make speci-
fications of knowledge in a high-level [3]. The efficiency
Answer Set Solvers has made possible to use this ap-
proach in real problems.

In [18], we present a characterization of the admis-
sible sets, stable semantics and preferred semantics in
terms of Answer-Set Models. In fact in that paper, we
present two approaches for inferring the preferred se-
mantics. The first one is based on the enumerate and
eliminate approach, this approach is based on the high-
level expressiveness of ASP’s language. And the second
one is based on a procedural algorithm.

The results of [18] have been extended in [16]. In
this paper, we explore new ways of how to characterize
the complete Dung’s approach using Answer-Set Mod-
els, Minimal Models and Well-Founded Models (WFS)
([10]). In particular in that paper, we present three ap-
proaches in order to infer Dung’s approach: 1.- By us-
ing the enumerate and eliminate approach, 2.- UNSAT
algorithms, and 3.- mappings from an argumentation
framework to logic programs.



With respect to the first point, we characterize the
admissible sets, which are the basic concepts of the
Dung’s semantics, and the preferred semantics.

With respect to UNSAT algorithms, first we charac-
terize the preferred semantics by using minimal mod-
els and therefore we make a direct relationship between
preferred semantics and unsatisfiability.

And finally, with respect to the use of mappings from
an argumentation framework to logic programs, first we
characterize the stable semantics by using normal pro-
grams. Second, we characterize the preferred semantics
by using positive disjunctive logic programs. Third, we
characterize the grounded semantics by using logic pro-
grams and WFS. Thanks to our mappings, we iden-
tify a syntactics equivalence between normal programs
w.r.t.WFS. Fourth, following the WFS’s approach of 3-
valued semantics, we introduce the concept of 3-valued
extension, and then we define three possible extensions
of the grounded semantics based on extensions of WFS
and 3-valued extensions. Fifth, we define three possi-
ble extensions of the grounded semantics which take in
consideration acyclic arguments in order to treat cycles
of attacks between arguments. Also, we present a ex-
tension of the preferred semantics based on acyclic ar-
guments in order to treat cycles of attacks between ar-
guments. Finally, we characterize the complete seman-
tics by using nested programs.

In order to illustrate one of the results of [16], let us
consider the definition of 3-valued extension.

Definition 1 (3-valued extension) Given an argu-
mentation framework AF := 〈AR, attacks〉, and S, D ⊆
AR. A 3-valued extension is a tuple 〈S, D〉, whereS∩D =
∅ and S is an admissible set. We call an argument a ac-
ceptable if a ∈ S, an argument b defeated if b ∈ D, and
an argument c undefeated if c ∈ AR \ {S ∪D}.

Now, one of the grounded semantics’ extensions
that was introduced in [16] is the WFSWK+LLC′-φ-
semantics. If we apply the WFSWK+LLC′-φ-semantics
to the argumentation framework of Example 2, we get
that e is an acceptable argument, d is a defeated ar-
gument, and {a, b, c} are undefeated arguments. This
means that WFSWK+LLC′-φ-semantics suggests that
the kidney is viable for transplanting (see [16] for de-
tails).

Nowadays, based on a proper representation of the
Dung’s argumentation framework introduced in [16],
we introduce an extensions of the preferred seman-
tics in [17]. From the point of view of abstract argu-
mentation semantics, this new argumentation seman-
tics has suitable features e.g., it follows preferred se-
mantics’s philosophy and it is characterized by mini-
mal models. In fact, the flexibility of the representa-

tions of the Dung’s argumentation framework intro-
duced in [16] permit to consider generalizations of the
Answer Set Semantics for defining new abstract argu-
mentation semantics. For instance, by considering G’3-
Stable semantics [19] is possible to characterize and/or
extend the preferred semantic.

4.2. Argumentation-based decision making

In [14], we present our first approach in order to de-
fine an argumentation approach which combine ASP’s
inference, ASP’s syntax, complete lattices, and aggre-
gate operators. In this paper, we present an interesting
approach where our specification language is quanti-
fied by levels of certainty (in that paper the level of
certainty is called modality).

Following Logic Argumentation’s argument struc-
ture, our arguments are of the form:

Arg = 〈Claim, Support,Qualifier〉
where Claim is a literal, Support a set of clauses sim-
ilar to ASP’s clauses plus a quantifier, and Qualifier
is an element of a complete lattice. In our case, the in-
ference of Claim from Support is not given by classic
inference rather by an answer set of Support. In that
paper, we define two attitudes w.r.t. the Qualifier of
an argument. These attitudes are given by the Greatest
Lower Bound(GLB) and the Least Upper Bound (LUB)
of the qualifiers which are in Support of Arg.

The levels of certainty, used in [14], are quantifiers
for the knowledge base and the arguments. Examples
of quantifiers in [14] are: Certain, Confirmed, Plausi-
ble, Probable, Supported, and Open. In fact, these quan-
tifiers were inspired from the Logic Argumentation’s
approach.

One weak point of the approach in [14] is that the
quantifiers of the arguments are inferred in a separated
process. In fact, this weak point also happens in the
approach based on possibilictic logic.

In [15], we present a variation of the approach of [14].
In this case, the inference of an argument is based on
Possibilistic Stable Models [13]. In [15]’s approach, the
inference of the Claim and the Qualifier are close re-
lated by Possibilistic Stable Models. Until now, we only
have explored the definition of arguments in favor of be-
lieves. The next step will be to define the decision pro-
cess where the interaction between arguments will de-
fine the preferences between goals.

5. Conclusions

Argumentation theory is a young field of research
which main purpose is to study the fundamental mech-



anism, humans use in argumentation, and to explore
ways to implement this mechanism on computers. In
fact, argumentation theory has a wider range of appli-
cation, for instance, argumentation is gaining increas-
ing importance as a fundamental approach in multi-
agent interaction, mainly because it enables rational
dialogue and because it enables richer forms of negoti-
ation that have hitherto been possible in game theory
or heuristic based models [23].

In this paper, we describe an application of argu-
mentation theory in order to support decision making
in the medical domain. Although, there are some prob-
lems which must be overcome in order to use this ap-
proach in our medical domain. As shown argumenta-
tion theory is a robust approach for building a flexi-
ble and solid tool for supporting the decision if an or-
gan is viable or not for transplanting.
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