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Abstract. This paper proposes a method for robustly matching active
appearance models (AAMs) on images with gross disturbances (outliers).
The method consists of two steps. First, an initial residual is calculated
by comparing model and image appearance, and modes of the residual
are analyzed. Second, all possible mode combinations are tested by eval-
uating an objective function. The objective function allows the selection
of an outlier-free mode combination. Experiments demonstrate the abil-
ity of the robust matching method to successfully cope with outliers —
compared to standard AAM matching, no degeneration of the model
during matching occurs.

1 Introduction

Active Appearance Models (AAMs), developed by Cootes et al. [1, 2], have
proven their usefulness for a wide variety of different computer vision problems
like the segmentation and interpretation of faces or the tracking of objects (see
[2] for an overview). Especially in medicine, AAMs are frequently used for im-
age analysis tasks like the segmentation of cardiac MRI data [3, 4], diaphragm
segmentation in CT data [5], the segmentation of ventricles of the human brain
[1], or the segmentation of metacarpals in radiographs [6], to give a few exam-
ples. One drawback is that AAM matching frequently fails in cases where object
appearance is significantly changed due to gross disturbances (e.g., imaging ar-
tifacts, implants, etc.) or if parts of the target object are occluded. In this paper
we propose a novel robust AAM matching algorithm that is capable of matching
AAMs correctly even when gross outliers perturb object appearance.
Robustness is an important issue in computer vision. However, in the case of
AAMs, it has not been addressed extensively. Attempts to make AAMs more ro-
bust have been reported by Edwards et al. [7], Stegmann at al. [6], and Gross et
al. [8]. Edwards et al. [7] proposed to learn the usual residual magnitudes during
the training phase of the AAM. Pixels from the input image with a deviating
residual are ignored during model matching. Stegmann at al. [6] and Gross et al.
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[8] use the same principle — the quadratic error measure is replaced by a robust
error measure. Basically, all three approaches discard outliers based on the mag-
nitude of the residual. However, it has been completely overlooked that a large
residual during AAM matching is not an information that should be discarded a
priori. For example, the error might be due to an initial model displacement. In
this case, the residual provides valuable information for positioning the AAM.
If discarded, a slower convergence or a complete failure to segment image data
might result.

2 Methods

The robust AAM matching method presented below builds on the AAM frame-
work described by Cootes et al. [2]. During standard AAM matching, updates
of model parameter vector p are obtained by evaluating
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based on the observed actual residual r, calculated by comparing the gray-values
of the model and the image data underneath [2]. In Eq. (1), J(r) = dr/dp denotes
the Jacobian of r. To increase the robustness of AAMs to outliers, “misleading”
coefficient updates (incorrect dp) must be avoided. If the outliers are known, Eq.
(1) can be adjusted accordingly. Let vy = (vy,...,va)T be the selection vector
with respect to the residual r = (ry,...,ry)7 with the property that v; = 1 if
r; is an inlier and v; = 0 if r; belongs to outliers. Then the rows of the Jacobian
J(r) are rearranged into the vector J(r)se;. J(r)se; denotes the components of
J(r) for which v, is equal to one. According to Eq. (1), a new matrix R¢; and
a new parameter update vector dp;e; are calculated. By using dpe; instead of
dp, only inliers are used for the update of model parameters p during matching.
A degeneration of the model, due to outliers, can be avoided. Note, that R
has to be recalculated in each iteration of the matching procedure, since the
residual r(p) changes during matching. The crucial step is the classification of
the residual into inliers and outliers. Since classification of outliers only according
to the magnitude of the residual r(p) is not sufficient, a novel robust matching
algorithm is proposed:

a) Initialize the AAM: Initialize the AAM with the parameter vector pg
based on an initial estimate.

b) Calculate an initial residual: Calculate the initial residual r(pg) by
roughly aligning the texture vector of the model g,, to the image texture
vector g; (model frame):

r(po) = gi — a(gm) , (2)

where a(g) denotes the alignment function.
¢) Mean shift based mode detection: To partition the residual r(po) into
modes, the mean shift algorithm is utilized [9]. Mode boundaries are detected
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by finding the valleys between residual modes. This is done by following the

mean shift iteration
R

where h is the bandwidth parameter of the radial symmetric kernel G
with the profile function g. The found modes are stored in the set Mx =
{My,..., M,} where each mode M; is limited by the corresponding valley
points.

d) Evaluate mode combinations: To find a mode combination which is only
based on inlier modes, an objective function is used. The objective function
is evaluated for the set S of all possible mode combinations with at least one
mode selected: S = p(Mx)\ {0} = {S1,...,8:}, where p denotes the power
set and [ = |S| = 2° — 1; o is the number of modes. An evaluation step of a

mode combination §; consists of:

1. A conventional AAM matching with selective parameter updates is ap-
plied. A selection vector vy is generated and utilized for calculating
Tsel, Rser and dpses, respectively. The generation of vy is based on an
estimate T for the residual r. ¥ is calculated using Eq. (2) and the rough
alignment function a(g). The components of v, are set to one, if the
corresponding value in 1 is covered by the actual mode selection under
evaluation.

In addition, a z-score function z(x) = [x — p(x)i]/o(x) is used for the
alignment of the image and the model texture vectors

r(p) =z (gi(P)) — = (8m(P)) , (4)

where the mean of the components of vector x is denoted as p(x), the

standard deviation as o(x) and the unit vector as i. Based on r(p) and

Vsel, Tser(P) is generated by taking only components of r(p) for which

Ve 18 equal to one and used in combination with R;.; for a parameter

update: 6psel = _Rselrsel(p)-

2. Evaluation of the objective function Q(S;) = Yiar/(1 + | Xmas|) where

Yimaz (rs,) denotes the maximum histogram value of the residual rg, (Eq.

4), and the residual corresponding to Yi,4. (rs,) is denoted as Xy q4(rs, ).

The objective function measures the quality of the AAM matching result

based on the selected mode combination S;. It is maximal if the residual
vector r is equal to 0, the zero-vector.

e) Select the final mode combination: Finally, the best mode combination

S; is selected: Q(S;) = max;—1,. ;1 {Q(Si)}. The AAM matching obtained by

this selection is taken as final result.
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3 Results

A comparison of AAM (with z-score alignment) and robust AAM (RAAM) is
used for evaluation. A leave-one-out approach based on 40 metacarpal bone X-
ray images of the small finger is applied. Model based segmentation of metacarpal
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Fig. 1. Example of segmentation results. (a) Undisturbed image with reference tracing.
(b) AAM and (c) RAAM matching result on disturbed image (partially additive noise,
normally distributed within the range of [0, 200]). A histogram equalization was applied
for a better visualization.

g

(a) Reference (b) AAM (¢) RAAM

bone images is of particular interest for the automated assessment of rheumatoid
arthritis [10]. Reference tracings were made manually by a physician, and land-
marks were placed automatically by using the method proposed by Thodberg
[11]. The gray-values of the images were scaled to [0, 255]. Image data is disturbed
artificially (see Fig. 1). RAAM parameters were as follows: g(x) = exp(—x/2)
and h = 8. For model building, only eigen vectors corresponding to 99% of the
largest eigen values have been used. Matching performance is measured by the
relative overlap error E,, = 100%(|Arer & Amodet|)/|Ares| where A,.¢ and
Apnoder are object masks for the reference segmentation and the matched model,
respectively. The operator @ denotes the XOR, operation between masks and the
number of object pixels is denoted as |A|. Both, AAM and RAAM matching are
started with identical initial model parameters.

The mean and standard deviation of the relative overlap error was 12.87 £
2.43% for the AAM and 5.25 & 3.71% for the RAAM. The occluded part was
excluded from error calculation. The matched models are shown in Fig. 1. The
AAM (Fig. 2(b)) is severely influenced by the added noise. In comparison, the
RAAM (Fig. 2(c)) does not show such a behavior and delivers a good match.

4 Discussion and Conclusion

A novel robust AAM matching method was presented and compared to the stan-
dard AAM matching algorithm. It was shown, using a leave-one-out approach
on 40 cases, that the robust method successfully copes with outliers and shows
no degeneration of the border accuracy. Compared to other methods, no as-
sumptions regarding “normal”residuals are made. This translates into a higher
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flexibility regarding types of disturbances that can be handled without adjusting
the algorithm.
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