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Abstract. Besides common solely intensity- or feature-based image reg-
istration methods, hybrid approaches make use of two or more image
properties. A 3D representation of saliency can be unsed to automati-
cally locate distinct region features within two 3D images and establish
a robust and accurate hybrid registration method. The extracted fea-
tures contain information about the underlying saliency, the scale of the
regions and enclosed voxel intensities. Similar anatomical or functional
content results in similar salient region features that can be used to es-
timate an image transform based on corresponding feature pairs. The
refinement of this estimate results in a robust and sub-pixel accurate set
of joint correspondences. An evaluation by a medical expert on various
clinical data using a medical application demonstrates that the approach
is robust to image overlap, artefacts and different fields of view.

1 Introduction

Registration has grown to a major research topic in the field of medical image
processing [1]. A major medical benefit can be withdrawn from the registration
of images acquired with different modalities that can roughly be divided into
two major categories: anatomical imaging (e.g. Computed Tomography (CT),
Magnetic Resonance Imaging (MRI)) to retrieve the morphology in good spatial
resolution and functional imaging (e.g. Positron Emission Tomography (PET),
Single Photon Emission Computed Tomography (SPECT)) to depict the un-
derlying metabolism. Mono-modality registration approaches are for instance
valuable for therapy control or tumor change diagnostics.

The concept of saliency can be used to define a measure for the local unique-
ness of image elements based on the intensity complexity in a local neighbor-
hood [2, 3, 4]. Applications of this descriptor range from content tracking across
subsequent video frames, image matching for 3D reconstruction [5] to 2D image
registration [6]. Salient image regions provide a hybrid source of information, as
they describe the uniqueness of the underlying image content based on intensity
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values and contain geometrical information of the region center and its scale. Tn
the following, we describe a registration method that makes use of these proper-
ties for establishing correspondences between extracted features from a reference
and a template image, which finally leads to a registration transform.

2 Methods

The proposed registration approach is based on finding corresponding salient
region features. A feature in this context consists of a center position and a
radius of a spherical neighborhood that desribes a local saliency maximum. This
radius is denoted as scale. According to [4], the saliency A is defined as follows:
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including the entropy with respect to the image intensity values ¢ € D within
a spherical neighborhood region R of scale s around a voxel x. Here, p(i, s,x)
is the probability density function (PDF) of i for R,. A also contains a term
for the similarity between PDFs with respect to the scale. Its values grow with
increasing dissimilarity of the PDFs. The scale parameter s can be approximated
by the scale that results in a local peak of the entropy for the region around x.

Voxels containing high saliency values, i.e. high local unpredictability or local
signal complexity, have to be extracted after computation of the eq. 1. Based
on algorithms published in related literature [4, 6], we added a region growing
approach to find local maxima within the saliency values, however, in certain
areas with high intensity variations, feature clustering is likely to occur. This
may have a negative impact on the correspondence search. For instance if two
images from different modalities with a different distribution of intensities are
considered, one image may contain a dominant salient feature cluster in the
upper right, the other one in the lower left part of the image but describing
a totally different region of the body. A minimization of the mean square error
(MSE) between the two feature sets then tends to align mainly the clusters. This
is a problem that we address with a simple and efficient algorithm, because a set
of features that is distributed more uniformly across the image domain provides
a better initialization for the correspondence set optimization.

A nearest point algorithm based on a kD-tree [7, 8] is used for the storage
of the feature centers of one set. The nearest neighbors of a specific element
can therefore be retrieved efficiently. The scale parameter is used as a minimal
distance requirement: all returned features within a distance to the query feature
that is equal or less than its scale and with lower saliency are removed from the
set. The list is padded with features of lower saliency in order to maintain a
specific size of the set. After enforcing the restriction, the features are distributed
more uniformly across the image. Examples of some of the results are given in
figure 1.

Unlike a similar version of the algorithm[6], we reduce the search space prior
to the correspondence computation. Initially, an iterative closest point (ICP) al-
gorithm is used to estimate the transform that minimizes the MSE between the
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Fig. 1. The images show the set of salient feature regions before 2(a) and after 2(b)
clustering removal, the most significant 3D salient region features extracted from a CT
2(c) (windowed for better visualization), a registration result on a PET-CT 2(d) and
a SPECT-CT volume pair 2(e).

region centers of the reference and the template feature sets. This transform is
applied to the template features that are stored in a kD-tree afterwards. For each
reference image feature, only the nearest transformed template feature neighbors
are regarded as possible candidates for correspondences. Feature pairs with a
large spatial distance apart are unlikely corresponding and can be removed from
the search space. Tn order to quantify the correspondence between two features,
the translation and rotation invariance properties are used. Translation invari-
ance is given by the alignment of the region centers and the rotation parameters
are achieved by a local rigid-body registration. The optimization is driven by
the entropy correlation coefficient (ECC) [9] that is a specific form of normal-
ized mutual information. Instead of ordering the correspondences according to
local ECC values of the regions, we use the global ECC for each hypothesized
correspondence between the reference and the template image (I, I;). This mea-
sure is computed for the parameter set @Al ; that is given by the translation and
rotation invariance of each hypothesized feature pair ¢; ;.

Ts, .
£global(ci,j) = ECC(IT‘7 It ’]) (2)
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Table 1. The overall measured distances in cm between the manually chosen landmarks
for the PET-CT, CT-CT and SPECT-CT volume pairs in z, y and z-direction along
with the standard deviations.

PET-CT Distances 0.013 £ 0.68 0.47 +£0.91 0.434+2.08
CT-CT Distances —0.17+£0.38 0.12 £0.43 0.26 £0.58
SPECT-CT Distances 0.04 £0.21 0.16 =0.37 0.044+0.22

The previous steps result in a correspondence estimate with less outliers. The
final step of the algorithm consists in the sub-pixel accurate refinement of the
feature pairs, which is achieved by an expectation maximization type algorithm
that optimizes the correspondence set with respect to the global ECC and re-
moves remaining outliers.

3 Results

The proposed registration approach has been evaluated on 11 PET-CT volume
pairs acquired at different times, 3 CT volumes at different stages of the treat-
ment and 10 SPECT-CT volume pairs from a hybrid scanning system (Siemens
Symbia). The SPECT images have been artificially rotated and translated as
they are initially very well registered. The algorithm had to compensate inten-
sity artefacts, due to an uncorrected intensity scaling between several slices of
some of the CTs, noise and different fields of view. The registration quality was
assessed by a medical expert who measured the distances between several easy
to locate points of interest: the apex of the left and right lung, cardiac apex, liver
round end, left and right upper and lower renal ends and spine. The manual rigid
transformation of the SPECT images varied between 10 to 50 mm translation in
x, y and z-direction together with a rotation around each axis of 5 to 60 degrees.
The overall results of the evaluation are summarized in table 1.

For the evaluation, the medical expert could choose between using centroids
of 3D regions of interest or direct landmark to landmark measurements in a
medical application (InSpace). In the PET-CT results, a higher standard devia-
tion in the z-direction is apparent. Reasons for this may be found in the longer
acquisition time for the PET with arms-up, several respiratory cycles and the
according movement of the diaphragm.

4 Discussion and Conclusion

We have demonstrated that salient region features are suitable for 3D registra-
tion. The operations for the extraction and correspondence search are most time
consuming and still require 10 to 15 minutes for high resolution images, however,
there has been valuable additional information gained during the whole process:
the set of joint feature correspondences that contain information about the ex-
tent, the parameters of the local deformation and the local signal complexity.



225

As we used only a rigid-body transform model to evaluate the method, we did
not address local deformations. Therefore, a certain amount of variation between
the registered anatomical structures is inherent in the results. Like all manual
measurements, the results are tainted with a measurement error. A recent study
has shown that the overall upper limit for a similar measurement method is ex-
pected to be not more than 3 mm[10]. This has to be considered when drawing
conclusions from the results. Tn future work, we will explore how the properties
of the salient regions can be exploited for a non-rigid registration.
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