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Abstract 
 The redundant medical diagnostic factors elimination problem was faced by the use of Artificial 

Neural Networks that were evolved using Genetic Algorithms. For specific medical diagnosis 
problems such as breast cancer classification, with given set of diagnostic input parameters, Genetic 
Algorithms were used for pruning Neural Network structure and the investigation of the most 
appropriate subset of input parameters of Artificial Neural Networks that can still provide reliable 
medical diagnosis. Neural Networks were pruned in both the input as well as the hidden layer(s) by 
Genetic Algorithms that were utilized to search for pruned Neural Networks with the same, or even 
improved performance and therefore with enhanced medical classification and diagnostic ability of 
the original full-sized Neural Networks. Neural Network pruning and size reduction without loss of 
diagnostic ability can support redundant medical diagnostic factors or parameters elimination.  
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1 Introduction 

Reducing Artificial Neural Network (ANN) 
structural and functional complexity without 
loosing in terms of performance and prediction 
ability is one of the most interesting problems 
in the field of ANN [1-4]. This stands despites 
the nowadays development of even smaller 
and even faster computers, due to the fact that 
smaller size and simpler structure combined 
with high and speed-up performance still 
remains desirable. The problem of size 
reduction becomes even more important, if not 
crucial, in countless cases that hardware 
implementation of ANN is not only desirable 
but imperative if not compulsory. However, in 
the present work the question of ANN pruning 
and size reduction is approached in a quite 
different way and for a different purpose. 
Namely, in the present work, ANN pruning is 
utilized for the detection of any redundant 
medical diagnostic factors and is directly 
associated with the elimination of these 
diagnostic factors. For a given medical 
diagnosis problem this search is performed by 
training ANN initially with the whole set of 
the diagnostic factors and marking the 
performance of the ANN in classification and / 
or medical diagnosis. Afterwards, pruned 

ANN were trained with subsets of the original 
set of diagnostic factors and their performance 
in medical classification and / or diagnosis 
were marked too. By comparing the 
performance of the pruned ANN to the 
corresponding performance of the full-sized 
ones, it was able to detect pruned ANN with 
classification and diagnostic ability identical, 
if not even improved, to the one of the full-
sized ANN. These pruned ANN provide the 
same, or enhanced, diagnostic performance as 
the full-sized ones, despite the fact that they 
were trained with a subset of the original set of 
diagnostic factors, in other words with a 
smaller number of input parameters and 
therefore with a smaller number of neural 
nodes in the input layer and subsequently with 
smaller number of neural nodes in the hidden 
layer(s). The number, as well as, the selection 
of the members of the subsets of the input 
parameters that are used for the training of the 
ANN are evolved by utilizing Genetic 
Algorithms (GA) search in order to find the 
minimum number of input parameters and 
neural nodes in the hidden layer(s) and the 
specific subsets of input parameters that 
applied on the training if the ANN result to 
neural structures without any compromise in 
network’s diagnostic performance. Thus the 



method can providers pruned ANN that are 
structural simpler but functionally equivalent 
to the full-sized ANN. Moreover, the obtained 
results can support the case that is the main 
concept of the present work, which is the 
suggestion that the diagnostic factors that are 
not utilized as inputs for the training of the 
pruned ANN can be considered as redundant 
ones and therefore can be eliminated without 
any compromise in terms of medical 
classification and diagnostic ability obtained 
from the pruned ANN.  
 
2. Material 

The material that was used in the present 
work was derived from the internet site of 
University of California at Irvine (UCI) 
Machine Learning Data Repository [5]. 
Namely, the file wdbc.data was downloaded 
from that site. The downloaded file contains 
medical data concerning breast cancer 
classification cases that were categorized by 
medical experts to malignant or benign. 

    The file wdbc.data contains features that 
describe characteristics of the cell nuclei of a 
fine needle aspirate (FNA) of a breast mass 
[6]. For each cell nuclei there are provided 
30 real-valued features [7], which refer to 
three different values of each of the 
following diagnostic parameters: 
 

1.    radius (mean of distances from centre to 
points on the perimeter) 

2.    texture (standard deviation of grey-scale 
values) 

3.    perimeter 
4.    area 
5.    smoothness (local variation in radius 

lengths) 
6.    compactness (perimeter^2 / area - 1.0) 
7.    concavity (severity of concave portions   

of the contour) 
8.    concave points (number of concave 

portions of the contour) 
9.    symmetry  
10.  fractal dimension ("coastline 

approximation" - 1) 

The three values that are provided for each 
one characteristic refer to the mean, standard 
error and “worst” values. Therefore the file 
contains in total the measured values of 30 
different parameters, for a number of 569 

cases of breast cancer. These 569 cases were 
classified by medical experts to 357 (62.75%) 
benign and 212 (37.25%) malignant [8-11]. 
The result of medical classification to benign 
or malignant is provided as an extra feature in 
the downloaded data file with an ID code 
particularly for each evaluated case. 
 
3. Methods 

For the analysis of the aforementioned 
material there were used Evolutionary 
Artificial Neural Networks, that is, specific 
computer programs were developed, which 
combine the technology of ANN to that of 
GA. The main purpose of the present work 
was to search for pruned ANN that perform 
at the same high level to the full-sized ones. 
This problem arises two questions. The first 
question is related to the minimization of 
the number of inputs of the ANN that are 
necessary for the appropriate network 
training. This question leads directly to the 
second question of the problem. Given that 
in the general case the number of network 
inputs is smaller than the number of 
parameters that are contained in the data 
sets that are used for the training of the 
network, a method for the investigation for 
the suitable subset(s) of the features that 
can be used for network training is 
essential. For example, in the data analyzed 
in the present work (wdbc.data) the total 
number of parameters is 30. Therefore, the 
number of possible combinations of these 
features that can consist subsets of training 
input data subsets as a function of the size k 
of the subset, with k to represent the 
number of used input parameters, is given 
by n!/k!(n-k)!. A plot of the number of 
possible training subsets for n = 30 is given 
in Fig. 1. The total sum of all the possible 
combinations for k = 1 .. 30 is of the order 
of 109, therefore an exhaustive search is out 
of question. Thus, the use of an intelligent 
and fast converging searching algorithm 
such as GA search [12, 13] is essential. 

To accomplish the task of GA search a 
specific algorithm was developed in the 
Matlab® programming environment [14]. 
The algorithm combined the Neural 
Network Toolbox and the Genetic 
Algorithms and Direct Search Toolbox 



(GADS). Using the GADS Toolbox there 
was developed a GA that evolved a 
population of individuals with binary 
codification. The chromosome length of 
each individual was taken equal to the 
number of parameters that consistent the 
training data sets (30 parameters in the case 
of the wdbc.data file), so that each gene to 
correspond to a feature and to represent the 
diagnostic factor related to that parameter. 
So, each gene represented a binary digit 
which was set to 0 if the corresponding 
parameter was not considered as input 
during the ANN training process, otherwise 
it was set to 1 in the case that the 
corresponding parameter was considered as 
input during the ANN training process. 
Thus, each gene codified the information if 
the corresponding parameter was 
considered for ANN training or it was 
omitted. 

Using binary codification in the GA the 
sum of all the gene values of a chromosome 
provided the number of inputs and the 
specific subset of features that should be 
used for the training of the corresponding 

ANN. Subsequently, a number (equal to the 
population of the GA) of pruned ANN were 
constructed using the Matlab® Neural 
Network Toolbox. The number of input 
nodes of each pruned ANN was taken in 
accordance to the number of the specific 
inputs that would be used to train it. 
Additionally, for each pruned ANN, a 
subset of the original training data set was 
constructed, containing only the data values 
of the parameters that were included for the 
training of the pruned ANN in accordance 
to the chromosome’s individual information 
that was carried for the specific pruned 
ANN. As a next step the constructed pruned 
ANN were trained for a sufficient number 
of epochs and the resultant trained ANN 
were tested against the task of classification 
of a number of cases of cancer as malignant 
or benign type. The performance of the 
pruned ANN in terms of right classification 
of several cases in malignant or benign and 
therefore their ability to provide reliable 
medical diagnosis was compared to the 
corresponding results obtained by the 
training and testing of the full-sized ANN. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Number of possible combinations of training parameters 



Two different GA fitness functions were 
used in computer experiments for the 
evaluation of the evolved ANN. The first 
fitness function (f1) of the GA is given by 
the formulae: 

 

                        f1 = MSE                         (1) 

 

where MSE is the mean square error of the 
output of the ANN. Considering that 
Matlab® GADS Toolbox performs 
optimization by investigating the search 
space towards minimal fitness values, it is 
obvious that using f1 a search for the 
minimum MSE is performed, therefore the 
algorithm will result to ANN with the best 
diagnostic performance. 

To consider the issue of the reduction of 
the structural characteristics of the ANN an 
additional term was introduced in the 
fitness function of Eq. (1), resulting to the 
second fitness function f2 as follows: 

 

                       f2 = MSE + I/N                 (2) 

 

where, I is the number of input nodes of the 
ANN and N is the total number of 
parameters in the full-sized original training 
data set (which is 30 in the case of wdbc 
data file). In all computer experiments, the 
number of neural nodes in the hidden layer 
was equal to the number of input nodes I. 
Obviously, f2 is optimized for ANN that 
provide small MSE at the same time that 
their structure (number of nodes in the 
input and the hidden layer) is reduced. 
Thus, by selecting the fitness function of  
Eq. (2), the GA is forced to search for ANN 
that combine optimal diagnostic 
performance at the minimum ANN size 
available, that is, it is performed 
optimization in both ANN terms,  
functional and structural. 

Due to fact that binary representation 
was chosen for the codification of the 
chromosomes of the GA individuals, all the 
well-known binary crossover operators 
(single-point crossover, two-point 
crossover, uniform crossover, scattered 

crossover) and mutation operators (gaussian 
mutation, uniform mutation) which are 
provided by the Matlab® GADS Toolbox 
were utilized by computer experiments. 

A number of computer experiments were 
performed for the wdbc.data. For each 
experiment the GA was left to run for a 
sufficient number of generations and the 
fitness values of the GA individuals as well 
as the average fitness vale of each 
generation were recorded. 

 
4. Results 

According to [7, 10, 11] the wdbc data are 
linearly separable, therefore perceptrons can 
be used for classification [15]. As a first 
experiment, the whole data set was used 
including all the 30 parameters it contains for 
the training and testing of the (full-sized) 
perceptrons. From the total of 569 patterns, 
400 were used for training and the rest 169 
were used for testing. Consecutive applications 
were performed using different number of 
training passes of the patterns during the 
training phase. The results presented in Table 
1 refer to the average MSE of 10 independent 
executions of the algorithm. In each particular 
execution, the number of training patterns 
remained constant (400), but the particular 
training patterns were chosen randomly from 
the pool of the 569 patterns in total.  

 

Table 1.  Full-sized perceptron results for 
wdbc data 

 
Training 
Passes 

mean MSE 
over 

10 experiments 

standard 
deviation of 

MSE 
10  0.4432 0.1264 
50 0.3479 0.1506 

100 0.4100 0.1536 
200 0.1121 0.0349 
300 0.1174 0.0314 
400 0.1111 0.0525 
500 0.1242 0.0544 
600 0.1042 0.0255 

1000 0.1026 0.0259 
2000 0.0932 0.0255 

 



In each experiment, the rest patterns which 
were not used during the training phase were 
used for testing the resulted ANN afterwards 
the training and learning process was 
completed. The results shown in Table 1 
provide a baseline for comparison with the 
corresponding findings of the method that is 
proposed in the present work. 

Results provided by the application of the 
GA search using the fitness function f1 of Eq. 
(1) are summarized in Table 2. In the second 
column in Table 2 are presented the MSE 
obtained from the testing procedure of the 
ANN that were generated by the GA. These 
findings are to be directly compared with the 
corresponding ones of Table 1 which refer to 
the obtained results of the full-size training 
and therefore can be used as the baseline. 
Comparison of the obtained mean MSE 
presented in the 2nd column of Table 1 
(baseline) to the corresponding ones in the 2nd 
column of Table 2, clearly indicates that the 
GA search yields ANN with considerably 
smaller MSE in all the examined cases. It is 
noteworthy to refer that even in cases with 

notably smaller subsets (33% to 63%) of 
parameters that were used as inputs, the GA 
achieved to find ANN that result to 
significantly smaller MSE. 

However, the search for ANN with even 
simpler structure can be extended even further 
with the use of the fitness function f2 of Eq. 
(2). In fitness function f2 the term I/N 
explicitly introduces the intention to 
investigate for even smaller number of inputs, 
therefore for even fewer number of diagnostic 
parameters that will be used for the training 
and testing of the ANN. The obtained results 
of the GA experiments on the wdbc data using 
f2 as fitness function are presented in Table 3. 
The results presented in the 3rd column of 
Table 3 refer to the MSE that obtained from 
the pruned ANN during the testing procedure 
and must be directly compared to the 
corresponding ones of the 2nd column in Table 
1 and to the 2nd column in Table 3. 

An additional comparison can be performed 
for the obtained results concerning the number 
of inputs that were used for the training and 
testing of the ANN. 

 
 
 

Table 2.  GA results using  fitness function f1  on wdbc data 
 

 

 

 
                                 
 
 
 
 

 

Table 3.  GA results using fitness function f2  on wdbc data 
 

 
 

 
 
 

 
 
 

 
 

passes f1 = MSE Number of 
inputs (I) 

best individual’s chromosome 

10 0.12426 10 110000000010110010110000010001 
50 0.11242 14 000101000011110111000110101001 

100 0.08876 16 111110011010011101000111000100 
200 0.07692 17 101100110101010110001111001011 
300 0.06509 17 001101111000111000111011100011 
400 0.05917 13 011010010011011000001101100100 
500 0.05325 19 101000101011011110111111100110 

passes f2 = MSE + I/N MSE I best individual’s chromosome 
10 0.29685 0.13018 5 100010000000010000000000110000 
50 0.34576 0.11243 7 100000010000000101001000000110 

100 0.15917 0.05917 3 000000100000000010000000000100 
200 0.18284 0.05325 5 000000100010000001010000000010 
300 0.26509 0.06509 6 101000000001000010000101000000 
400 0.22209 0.06508 2 000000010100000000000000000000 
500 0.15917 0.05918 3 001000000000000000001001000000 



Results concerning the number of input 
parameters used during ANN training and 
testing are presented in the 3rd column of Table 
2 and in the 4th column of Table 3. In all cases, 
computer experiments using GA with f2 as 
fitness function converged to significantly 
simpler ANN structures, which in the half of 
the cases seem to need 10% to 20% of the 
features that are included in the original, full-
sized data set, without the smaller compromise 
in classification ability of the cases and 
therefore the reliable diagnostic ability. 

For purpose of comparison, the resulted 
MSE that was obtained from the testing of the 
ANN for the original data set shown in Table 
1, as well as the genetically evolved ANN with 
the first fitness function (f1) shown in Table 2, 
and the genetically pruned ANN shown in 
Table 3 obtained by the use of fitness function 
f2 are summarized in Fig. 2. The results 
summarized in Fig. 2 indicate that the GA 
search converged to pruned ANN that use only 
the 10% - 20% of the original training data 
sets and can achieve even better diagnostic 
performance compared to the obtained one of 
the full-sized ANN. 
 
5. Discussion 

The main task in the present work was the 
investigation of the possibility of reduction of 
the number of diagnostic parameters that can 

be used as input to ANN training and testing 
provided that any proposed decrease of the 
input parameters under consideration would 
not affect the diagnostic performance and the 
medical classification ability of the resulted 
ANN. Thus, the problem under examination 
was converted to the investigation of the most 
suitable combination of diagnostic parameters 
that should be considered for reliable 
diagnosis. To accomplish this task a novel 
technique was proposed which exploited the 
ability of GA for fast search and convergence 
over a huge search space [12, 13]. In the 
present work the proposed methodology was 
tested on an important medical diagnostic 
problem, the breast cancer classification. 
Considering that for the classification of breast 
cancer a number of 30 different parameters are 
validated, the number of all the possible 
combinations is of the order of 109, therefore 
an exhaustive search is out of question. Thus, a 
more efficient and intelligent search method 
such as the GA is eligible. The GA utilized in 
the present work used individuals consisting of 
30 binary digits (genes). Each binary gene 
corresponded to a diagnostic parameter, with 
the allele 1 to denote that the corresponding 
parameter was considered as an input during 
ANN training and testing, whereas the allele 0 
denoted that the corresponding parameter was 
omitted during ANN training and testing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  MSE for full-sized, GA evolved and GA pruned ANN 



Two fitness functions, presented in Eq. (1) 
and Eq. (2), were introduced. The first fitness 
function f1, drives for a GA search for pruned 
ANN that are able to use a subset of the 
original full-sized set of the 30 input 
parameters during the training phase, while 
trying to minimize the MSE these ANN obtain 
in the testing phase. The obtained results 
presented in Table 2, shown that the GA 
search managed to reveal combinations of 
inputs that contain even the half of the original 
30 parameters, while the classification 
performance of the ANN that were trained 
using these training combinations of 
parameters was improved in all the examined 
cases. These findings predicate that there is 
high level of redundancy in the original full-
sized breast cancer diagnosis data. 

 To examine the problem more 
aggressively, a second fitness function f2, was 
introduced to the GA, which included 
explicitly an additional term that was directly 
related to the size of the input parameters 
subsets. Using f2 as fitness function, the GA 
performed search for pruned ANN, while 
trying to minimize not only the MSE that these 
ANN generated at the testing phase, but the 
number of the input parameters that were 
considered during ANN training as well. 

The obtained results, presented in Table 3, 
shown that a very small number of the original 
30 input parameters (namely, 2 or 3 of them) is 
enough for the training of the ANN, since as it 
is shown in Table 3, combinations of 2 or 3 
appropriately chosen input parameters can 
perform efficient ANN training so that in all 
the examined cases, these ANN generate even 
smaller MSE than the full-parameter trained 
ANN. These results are pictorially presented in 
Fig. 2, indicating that the rest 27 or 28 input 
parameters of the original full-sized data set 
are redundant, therefore they can be omitted 
with no loss in classification and diagnostic 
ability of the ANN. 

The method proposed in the present work 
for the reduction of the number of the 
parameters that can be considered for breast 
cancer classification and diagnosis and the 
elimination of some of the input parameters is 
of general purpose. Therefore it can be applied 
in any data set used for ANN training and 
testing in order to reveal data redundancy, if 

any. In future work we intend to apply the 
proposed method in various data sets of 
medical as well as, of non-medical interest. 
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