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Abstract. This paper argues that a significant part of today’s Semantic
Web research is still dominated by ideas from centralized databases. Fur-
thermore, the main thread of reasoning research focusses on approaches
that can never scale to anything similar to the Web. Starting from these
negative observations we argue that emergent semantics and ontology
maturing are more suitable approaches for dealing with ontologies on
the Web. Similarly, a few approaches for more Semantic Web appropri-
ate reasoning exist, but are in dire need of realistic use cases.

1 Introduction

A main element of the Semantic Web (SW) vision is the idea of having data
on the Web described such that it can be used by machines for more than just
retrieval and visualization; in particular, to enable computer agents to automati-
cally interact in solving sophisticated tasks for their users. Following [1], the SW
vision is about interlinking the world’s knowledge into a single global system.

The Semantic Web differs from previous attempts at building knowledge
based systems (KBS) in the combination of universality, decentrality and sheer
size. Universality means that the SW, like the current Web, knows no domain,
transcends language and culture, and contains data about everything. From this
follow three obvious observations that will be the basis of this paper:

(1) Web scale is not just a bit larger : Extrapolating conservatively
from January 2005 [2] and assuming that each web page could be represented
by a meager 20 assertions we arrive at a size estimate for the public web of more
than 1 trillion assertions. Assuming that each human will be described by 10.000
triples we can expect the Semantic Web to grow to 100 trillion triples [3]. Both
of these estimates are many dimensions larger than what today’s knowledge
representation and reasoning (KR&R) techniques were developed for.

(2) Ontologies are always changing: Ontologies are changed because an
error is uncovered, new information becomes available, because the domain of
an ontology is changing or because the view on the domain has shifted. On the



Web, without centralized control and in the face of the ever accelerating pace
of the accumulation of humankind’s knowledge, this change will be continuous
and measured in milliseconds.

(3) There is no right ontology: A conceptualization underlying an ontol-
ogy is always an abstract, simplified view of the world created for some purpose;
and as there are uncountably many different views and purposes, there are in-
numerable ontologies. For instance Google Base—a service allowing the sharing
of simple structured data—saw 100.000 unique schemata only one year after its
opening [4]. Based on this observation we can assume a future Semantic Web
to have millions of ontologies—or even billions, should the vision of the Social
Semantic Desktop become reality.

Starting from these observations we argue that large parts of the SW research
(including much of our own work) fail to address what is specific about the
Semantic Web. Similar critiques have been expressed earlier, e.g. in [5, 6, 3, 7].
However, in addition to setting a different focus, we go beyond these works by
highlighting some directions not yet in the SW mainstream that do address
some of the critical issues. We structure this discussion paper around two big
challenges facing SW research: (1) emergence and change on the Semantic Web
and (2) reasoning. In the concluding remarks we touch on some equally valid
points that we could not elaborate further due to space constraints.

2 Emergence and Change on the Semantic Web

The main thread within the Semantic Web community that deals with changing
ontologies is based on the ideas of schema evolution and versioning of databases
[8, 9]. As such it has been mainly concerned with the question of how to keep
one ontology consistent and how to propagate changes to dependent elements,
requiring centralized control over the ontology as well as over all uses of it (e.g.,
[10]). Over time, more aspects of the core SW properties have been added as
complications, like the acceptance that multiple version of an ontology are bound
to exist [8] or that there might not be a central repository of changes, but changes
need to be detected [11]. However, while this line of research has led to great
advances, its roots in a world of centralized control also lead to the ignorance of
other interesting research questions:

For instance, how a shared conceptualization can emerge from many inde-
pendently developed conceptualizations; How a conceptualization of a domain
can move from informal to a highly formal ontology; or, how the knowledge can
be harnessed that multiple ontologies evolved from a single source.

Emergent Semantics And Folksonomies: Under the labels of Emergent
Semantics and Folksonomies, research threads have come up that represent a
different approach: Putting the focus firmly on the distributed nature of the SW.
There is the view of shared understanding arising bottom-up, through interac-
tion, construction and communication [12–14]. Emergent semantics is seen as
an agreement within a specific context of common interpretations which is con-



structed in an incremental process of negotiations and local interactions between
self-organizing, autonomous agents.

A framework for large-scale distributed systems proposed by [15] shows how
to obtain global agreements from such pair-wise and local interactions through
so called ”semantic gossiping”. Agents rely on their own ontology and provide
mappings for adjacent agents, but they can also learn new translations by routing
queries whereas the information quality is measured along feedback cycles. Thus,
connections are established on demand and through the spreading of simple
mappings global consensus can be obtained gradually .

A related phenomenon are folksonomies—informal social organization sys-
tems emerging in Web2.0 social resource-sharing systems. Studies have shown
that in folksonomies common vocabularies evolve during usage (e.g., [16–18]).
For instance, [19] have revealed a stabilization of tag distributions into power law
distributions. Based on the tripartite model of semantic-social networks devel-
oped by [20], they have also shown a simple methodology to create an ontology
from this common vocabulary. [21] and [22] have developed other methods for
the detection of emergent semantics in folksonomies.

While active and exciting, the fields of emergent semantics and folksonomies
are not yet integrated into the SW mainstream. On the one hand, these methods
still very much deal with very lightweight formalisms, and on the other hand the
semantic structures produced are statistic by nature and hence lose information
when transferred into rigid, non-fuzzy, logic formalisms.

Ontology Maturing: The ontology maturing [23] approach considers not
only the technical side of ontology evolution, but also its interaction with social
aspects. It can be characterized by the following assumptions: (1) Ontology build-
ing is a constructivist learning process, it is not just about eliciting knowledge
and formalizing it according to a particular formalism. Rather this construction
process itself is a learning process in which the involved individuals deepen their
understanding of the real world and of an (appropriate) vocabulary to describe
it. (2) Ontologies continuously evolve in work (i.e., usage) processes. Ontology
building is not supposed to be a one-time activity of an expert committee, but
rather a sustainable process of continuous evolution. Concepts in the ontology
undergo a process of continuous evolution where ideas and understanding emerge
implicitly in daily work and mature only gradually through the interaction with
others. The notion of maturity can be characterized along three different di-
mensions: the level of social agreement (corresponding to the understanding of
ontology as a shared understanding), the level of formality (corresponding to the
”formal conceptualization”) and the level appropriateness (how well an ontol-
ogy is appropriate for the task at hand). An important conclusion from such a
maturing perspective is that we have to consider, at every instant in time, the
coexistence of various levels of formality within one ontology and various levels
of social agreement among ontologies. The focus of Semantic Web technology
then, must be not only on static snapshots, but also on the support of the tran-
sitions. In the future we plan to extend this line of research by studying maturing
processes in wiki (e.g. [24]) and in particular semantic wiki systems. We will also



continue to develop and evaluate the SOBOLEO [25] and ImageNotion [26] tools
as support for ontology maturing.

3 Reasoning over the Semantic Web

Formally well-founded, powerful reasoning over expressive background knowl-
edge and metadata on the Web is one of the key elements of the Semantic Web
definition which distinguishes the area from conventional Web research or feder-
ated databases. Considering this, there are surprisingly few survey papers on the
topic: A well-structured survey of reasoning use cases in the Semantic Web with
the derived implications for required reasoning tasks, logical formalisms, soft-
ware architecture settings, expected size and characteristics of ontologies and
metadata still has to be written. Since such application-specific considerations
have a huge impact on reasoning approach and feasibility, we constrain ourselves
in this short paper on a few general, abstract remarks which are valid for the vast
amount of SW reasoning research—well-aware of the fact that for each statement
there may be a counter-example in some specific project.

First let us state that contemporary RDFS triple stores (such as Sesame,
YARS, JENA, Kowari, AllegroGraph) can manage and query some 108 triples
in the sub-second area (cp. [27, 28]). Even slight extensions towards more pow-
erful modeling and reasoning capabilities, however, lead to serious performance
decreases, even for the most developed tools. For instance, the OWLIM [29]
OWL + DLP reasoner (on top of Sesame) only manages to process some 107

explicit statements with an logarithmic to linear complexity in the number of
statements by using in-memory reasoning (!) and an extremely expensive update
procedure for the fully materialized knowledge base (KB).

It becomes much worse if we consider tools able to deal with the expres-
sive power of arbitrary rules or more powerful Description Logics dialects. Even
high-end implementations grounded in 20 years of AI and Deductive Database
research are obviously completely unable to become faster at a speed at least
somewhat ”comparable” to the growth rate of the Semantic Web’s data and
knowledge base. During the last 15 years, an enormous amount of resources
has been invested in better understanding, theoretically analyzing and refining
KR&R approaches which can, by their very nature never face the challenges of
SW. Already in 2002, van Harmelen pointed out a number of essential KR&R
problems of the Semantic Web that ”conventional” KBS technology would not
be able to address [5]. Until 2006, the situation had not really been improved,
but the topics of scalability, ontology evolution, and mapping had at least been
noticed by the SW community [6]. Still in 2006, Pellet—which happens to be
today’s most advanced ABox reasoner for OWL-DL—is in the area of taking
seconds for answering queries over the 100.000-instances LUBM benchmark [30].
Similar results hold true for Kaon-2, also on KBs of moderate size [31]. Following
[32], most OWL reasoners do not even provide for secondary storage mechanisms
which shows that such developments cannot be taken serious from a real-world
oriented software engineering point of view. Now, in 2007, Fensel and van Harme-



len diagnose the situation as more or less hopeless [3]—if we insist on traditional,
correct and complete, logic-based reasoning.

In the last few years, there is some, yet under-developed, but maybe promis-
ing, work in boosting reasoning performance:

– Under labels such as sub-ontology extraction, KB partitioning, ontology win-
nowing, or summary ABoxes, several authors try to reduce KBs to only those
fragments really relevant for the specific reasoning task at hand ([32–35]).

– Obviously, much can be gained in practical applications by employing special-
purpose reasoners, e.g., for temporal or geospatial reasoning ([36, 37]). Other
domain and application specific special-purpose reasoners can be imagined.

– Several techniques well-known from deductive databases can be applied, such
as incremental reasoning and deductive closure materialization [38, 39] or
query reorderings and optimizations [40, 41].

Though such approaches may increase reasoning efficiency by up to one order
of magnitude, they can hardly keep the pace of SW growth. Hence we have to
think about fundamentally different approaches to reasoning. One idea, proba-
bly indeed the only imaginable approach to defy content growth while keeping
the traditional notion of correct and complete inferences, is massive paral-
lelization: For instance, based on the theory of distributed description logics,
the DRAGO system [42] shows how tableau computations can be distributed to
many machines for speeding up inferences. In other pioneering work, [43] imple-
mented consequence finding in propositional logic, distributed over 1000 peers.
Grid-based distributed inference has also been suggested by some authors. It also
sounds promising to examine the extent to which SPARQL query answering can
be parallelized.

So far, we kept the idea of deductive, correct and complete reasoning which
is definitely not analogue to the human way of thinking and seems to be the very
reason for much of the scalability problems in the Semantic Web—not to mention
the fact that it assumes a consistency and completeness of the underlying KB
which is by far not given in the Web. Hence, other approaches which give up
these assumptions, seem very promising:

Approximate reasoning [44, 45] has recently been considered as a neces-
sity to deal with sloppy knowledge and has been suggested for SW problems
such as query answering or ontology mapping. [46] propose a trade-off between
efficiency and precision by relaxing a query and approximating its answer in a
question answering task. Basically, this is similar to the idea of anytime algo-
rithms that trade resource consumption against, e.g., completeness of reasoning.
A very recent work applies approximate reasoning to ontology mapping by us-
ing Google distance [47]. [48] gained significant performance improvements by
disregarding non-Horn aspects of OWL DL reasoning, thus coming to an un-
sound, but complete inference procedure. Initial approximate reasoning ideas
have been developed for several ABox reasoning tasks such as instance retrieval
or conjunctive query answering [49]. All these works can be considered in an
initial stadium and are performed only in very few research groups. Whereas
complete and sound reasoning procedures are hardly massively parallelizable on



such standard infrastructures like MapReduce, it can be imagined that a certain
fragment of description logics, probably under specific structural constraints, can
be answered approximatively by a parallel system.

Logical next steps in researching reasoning procedures for the SW could be
to look beyond the description logics paradigm and examine, in the SW context,
the whole bunch of Expert System, Theorem Proving and Logic Programming
work under reasoning paradigms such as possibilistic logic, defeasible reasoning,
plausible inferences, or argumentative inference. While all our arguments, up to
now, were targeting efficiency aspects, the latter approaches are also suitable to
address aspects such as incomplete, uncertain and inconsistent KBs—a natural
phenomenon in the WWW.

Combining retrieval and reasoning: [50] use statistically quantified on-
tologies together with a careful application of the k-top query algorithms to de-
fine a relatively scalable semantic search engine. In [3], an approach is sketched
that uses retrieval techniques to find a small subset of statements that is then
used for reasoning. Finally, [51] shows (in a setting with unstructured data) how
redundancy in the data set can be used to reduce the need for reasoning.

We have seen that existing reasoning fails and will continue to fail to ad-
dress the problem of reasoning with KBs as large and diverse as the Web. We
have pointed to some approaches that seem to have the potential to scale to
such settings. These heuristic and statistic approaches, however, will continue
to rely on the formal study of semantics as benchmark, in order to define what
should be concluded. Even in this role as benchmark, many logics currently un-
der discussion seem insufficient. For example, contradictions may not always be
something to be removed but may identify a difference in opinion that we wish
to preserve—either to further examine it or to give different results tailored to
user groups [52]. Even then, however, the research into this topics risks being of
purely academic interest unless concrete use cases are identified first.

4 Concluding Remarks

In this short position paper, we could not touch on other corollaries of the core
Semantic Web properties of universality, decentrality and size. Probably most
important among these is the issue of trust—one of the most neglected issues in
Semantic Web research. We refer the interested reader to [7], where this issue has
been examined in some detail. Another core issue is the mapping and alignment
of millions of ontologies—here the interested reader could start with the very
recent approaches PowerMap [53] and PayGo [4], still preliminary work that
could actually tackle this challenge.
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