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Formal ontologies are becoming an essential tool for Intelligence analysis. An ontology provides 
upper- and domain-level category systems for decomposing and relating objects, object 
attributes/properties, temporal events, and relations of interest to the intelligence analyst. A great 
deal of intelligence analysis focuses on understanding and reacting to instance-level report data 
of varied fidelity on numerous kinds of entities, events and relations. Some of these entities and 
relations may not be represented explicitly within the ontology’s categorical structure, but may 
be ingested from ancillary systems with which the ontology must interoperate. To an increasing 
degree, intelligence analysts rely on fusing reports from many different sources. These include 
reports from different kinds of sensors, processed intelligence from various systems and 
databases, and human intelligence. The common vocabulary and precisely specified semantics of 
formal ontologies is a critical enabling factor for interoperability. The promise of multi-INT 
fusion is that individually noisy and unreliable indicators can be brought together to form a 
common operating picture (COP) of a given situation [1]. Because the reports being combined 
may vary greatly in quality, it is essential to account for source quality in combining reports. 
This requires understanding data quality and applying methodologies for combining information 
that make use of data quality in a sound and principled manner. Probabilistic reasoning is a well-
understood, theoretically sound, and generally applicable method for combining evidence from 
multiple sources of varying reliability. Computational probabilistic reasoning is a well-
established and growing field of research and application (e.g., [2, 3, 4]. Probability has shown 
its value across a wide range of applications, and many qualitative and heuristic approaches to 
combining information have been explained as “fast and frugal” approximations to the normative 
probabilistic solution [5].  Until recently, there has been little research on marrying the fields of 
formal ontology and probabilistic reasoning. However, this situation is changing (e.g., [6]). This 
paper will address the question of how formal ontologies can best be combined with probability 
theory to provide theoretically sound and practically useful semantic technology for multi-INT 
fusion. We will investigate theoretical concerns associated with the connections between logics 
associated with formal ontology (e.g., description logic, common logic, first-order logic) and 
those of probabilistic mathematics. The goal is to provide a high-level discussion of the issues 
involved with combining ontologies and probabilistic systems as a basis for dialog between these 
two communities, and to identify a broadly construed research agenda for their mutual 
development and interaction. The authors of this paper argue the necessity of articulating a clear 
theoretical foundation as a basis for later development of specific methodologies and languages. 
 
An important question, therefore, is how probabilistic formalisms such as Bayesian Networks 
can be merged with formal ontologies. Probabilistic theories produce qualified conclusions, 
graded by numerical measures of plausibility. By contrast, formal ontologies have focused on 
purely logical reasoning that leads to definite conclusions. Formal ontological categories are 
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related to one another in definite, law-governed ways, and are understood as possessing a purely 
binary truth functionality. Formal ontologies are useful for data integration, particularly at the 
upper-most levels, because they provide for a logical structure for various categories and 
relations, independent of any particular material knowledge of a given domain [7]. In this sense, 
a formal ontology provides a means of understanding all types of objects, attributes and relations 
associated to one another within a given domain by understanding the most basic formal 
structures they share in common [8]. 
 
The question of how formal ontologies can be merged with probabilistic reasoning rests on first 
defining which items are in an ontology per se and which items are associated with the ontology 
(e.g., the reasoning engine, the query language, the results analyzer, etc.). An upper ontology 
provides asserted facts about the ontic world, meaning the world of ‘general being’ as opposed to 
any distinctive philosophical or scientific theory of that world – the ontological. So, according to 
this approach, an upper ontology provides a type of assumed god’s eye view of reality, 
independent of human observations. By their very nature, human observations presume certain 
epistemic (i.e., mind- or knowledge-dependent assertions about reality (e.g., as discussed in the 
lengthy philosophical debates between realist and conceptualist theories of reality) [9-11]. At the 
upper-most levels, for example, an ontology normally contains non-recursive categorical 
relations such as: a TerroristAgent is_a Person, an IED is_a Explosive, an ObjectShape 
is_dependent_on Substance). The lattice of types and subtypes is a logical structure that is 
generally taken as given by both logical and probabilistic domain theories. While there may be 
competing upper ontologies, each with its own type lattice, generally within an ontology, there is 
no uncertainty associated with the categorical relations.  
 
However, the situation changes when we consider the problem of categorizing instance data. As 
an example, consider an individual who is declared a Person-Of-Interest, and is being observed 
to assess whether or not he is engaging in terrorist activities. Information relevant to this problem 
includes, for example, the network of individuals with whom he associates, his religious 
affiliation, purchases he has recently made (e.g., materials that could be used to manufacture 
explosive devices), phone calls to individuals suspected of plotting an attack, etc. The 
decomposition of Person-Of-Interest into sub-categories of Terrorist and non-Terrorist is a 
purely logical assumption. However, categorizing an individual as a terrorist or non-terrorist 
would make use of probabilistic information, such as the base rate of terrorist versus non-
terrorist individuals within the relevant population, the likelihood of the pattern of attributes and 
activities given that the individual is a terrorist versus a non-terrorist, and the credibilities of the 
reports on which we are basing our inferences about his attributes and activities (e.g., [12]). 
 
Probability is an essential tool for performing this kind of inference in a systematic and 
principled manner. To perform this kind of reasoning, a system needs the basic categorical 
knowledge typically encoded in an ontology, and also the likelihood information needed by the 
probabilistic reasoner. This likelihood information can be obtained from statistical summaries of 
past instance data, from the judgment of experienced experts, from physical characteristics of 
sensing systems, or from some combination of the above. This information must be represented 
in computational form to be processed by probabilistic reasoning algorithms. Increasingly, with 
the proliferation of distributed fusion systems and web services, it is becoming important to 
represent this likelihood information not just internally within a given system, but also for 
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consumption by other systems with which it interoperates. Data quality information must be 
represented as metadata associated with a web service. When a service returns a result on a 
situation-specific query, it often must return not just a most likely conclusion, but also 
information on the uncertainty associated with the conclusion, and also pedigree information to 
provide the consumer with an audit trail regarding how the conclusion was reached. 
Interoperating systems require not just shared vocabulary for domain concepts, but also shared 
vocabulary for communicating statistical regularities pertaining to categories in the ontology, as 
well as uncertainties associated with instance-level reasoning results, and pedigree information 
about how conclusions were reached. 
 
An important research issue is how to combine the categorical and relational knowledge 
typically represented in ontologies with the likelihood knowledge required for multi-INT fusion. 
Tantamount to this research agenda is the analysis of how quantitative probabilistic reasoning 
interacts with qualitatively linked ontological categories. The goal of the current paper is to 
examine varied approaches to the interactions between ontologies and probabilistic systems, 
rather than present a clear-cut solution for implementing these kinds of systems (e.g., in multi-
sensor fusion applications and the like). Likelihood information must be represented in 
computational form and combined appropriately with the categorical and relational knowledge 
contained in ontologies. There have been proposals (e.g., [12]) for augmenting ontology 
languages to represent probabilistic information. Others (e.g., [13]) have made use of non-
probabilitic ontologies to represent structural features of a domain, and have incorporated 
probabilistic information from outside the ontology to construct a probabilistic model.   
 
To illustrate how probabilistic reasoning can be combined with ontological reasoning, we have 
developed a simple probabilistic model for multi-INT fusion to identify and head off a potential 
terrorist attack. The representation language is multi-Entity Bayesian Networks (MEBN) [14]. 
MEBN Fragments (MFrags) represent small, separable components of probabilistic knowledge 
about the domain. These MFrags draw on knowledge about ontically existent objects, events and 
relations, which form contexts within which probabilistic reasoning is performed. In the full 
paper and the presentation, we will describe the case study problem in detail, describe how the 
likelihood information is used in conjunction with the categorical and relational knowledge, and 
discuss the question of how to combine probabilistic and ontological technology for problems of 
this kind.  
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