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Abstract. Computer methods for evaluating student’s knowledge have
traditionally been based on Multiple Choice Questions (MCQs) or fill-
in-the-blank exercises, which do not provide a reliable basis upon which
to assess student’s underlying misconceptions. Because of this lack, we
have devised and implemented a procedure for automatically deriving
clickable students’ conceptual models from their free-text answers. A
student’s conceptual model can be defined as a network of interrelated
concepts associated with a confidence value that indicates how well each
student knows a concept. Several knowledge representation formats are
used to show the generated conceptual model to the student. Further-
more, students can click on the concepts to get more information about
them. 22 English Studies students are taking advantage of this new re-
source to review their Pragmatics course. Initial results show that they
have found it very useful and claim that it is a good support for their
review of the subject.

1 Introduction

According to the theory of constructivism [1], knowledge can be defined as the
product of a learning activity in which an individual assimilates and accommo-
dates new information into his or her cognitive structure in accordance with
the environment as s/he understands it. Thus, in educational terms, a student
builds his or her specific cognitive structure or conceptual model, understood
here as a network of concepts, depending on his or her particular features and
previous knowledge. Moreover, in conformity with the Meaningful Learning The-
ory of Ausubel [2], students can learn new concepts only if they have a base of
previous concepts to which to link the new concepts.

Therefore, it is necessary to have some reliable strategy to model the stu-
dent’s conceptual knowledge. Currently, there are systems such as ConceptLab
[3] which represents the student model as a concept map that facilitates the
sharing of knowledge among students and the assessment of students’ knowl-
edge by teachers; and STyLE-OLM [4] which interactively builds the student’s
conceptual model through a dialogue between the student and the system. These
systems are at the forefront of computer-supported tutoring and assessment.

In previous work [5], we devised a procedure for automatically deriving in-
spectable students’ conceptual models from free-text answers. The domain model
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is partially generated from information provided by the teacher, and the stu-
dent’s conceptual model can be defined as a network of interrelated concepts, in
which each concept has an associated confidence value that indicates how well
it has been understood by each student according to a set of metrics. The con-
ceptual model can also refer to a group of students, in which case, each concept
is also associated with a confidence value that indicates how well on average the
class has understood the concept. Both the student’s conceptual model and the
class conceptual model can be generated from the students’ free-text answers
using a set of Natural Language Processing (NLP) tools. The generated models
are made available to both students and teachers so that they can keep track of
the students’ conceptual evolution during the course, allowing them to focus on
the least understood concepts, which prevent the assimilation of new concepts.

The procedure has been implemented in the Will Tools1, which are a set of
web-based applications that consist of: Willow, an automatic and adaptive free-
text students’ answers scorer; Willov, a conceptual model viewer; Willed, an
authoring tool; and, Willoc, a configuration tool. In this paper, we present the
next step of the procedure: to give the student more control over the generated
model, with the consequence that it can be used not only for evaluation but also
for tutoring. In order to achieve this goal, the students are no longer presented
all the domain concepts in the conceptual model. Instead, only concepts with a
confidence value higher than a certain threshold are shown. In this way, students
can see how they construct their knowledge at their own particular rhythm from
a blank conceptual model to a conceptual model with all domain concepts. Each
domain concept will appear as it is correctly used in the answers provided to
Willow but only if its confidence-value is higher than the threshold (e.g. 0.1).

Furthermore, the conceptual model is not only inspectable but clickable.
Students can click on each concept of their conceptual model and learn more
about it. This is useful to orient the study towards the concepts that are least
understood, and guide the student to the questions that involve these concepts.
It is also important to observe that since students can look at the conceptual
model of the whole class, they can click on a concept that does not appear in
his or her particular conceptual model, but that appears in the class conceptual
model, and which may be important to assimilate if the concept is a precondition
for assimilating other concepts.

A study is being undertaken in the 2007-2008 academic year, with 22 English
Studies students using the Will Tools to review their Pragmatics course. Initial
results show that students have found this new resource useful and they claim
that it is a good support for their review of the course.

This paper is organized as follows: Section 2 describes the domain and stu-
dent’s conceptual models; Section 3 depicts some clickable and evolving repre-
sentation formats in which the students’ conceptual models are shown; Section 4
reports the results of the experiment performed with a group of English Studies
students; and, finally Section 5 provides the main conclusions of the paper.

1 The systems are available on-line at http://www.eps.uam.es/˜dperez/index1.html
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2 Domain and student’s conceptual model

The domain model contains the reference information of the course or area-of-
knowledge under assessment. The information is provided by the teachers using
the authoring tool called Willed. There may be one or more teachers using Willed
to describe a course. In particular, it would be convenient that there are more
than just one teacher as, in this way, the creation of the domain model is less
dependent on a particular individual.

Firstly, teachers are asked the name of the course to model. Secondly, they
are asked the name of the lessons of the course, and thirdly, they have to provide
a set of questions per topic. The minimum information that should be given per
question is: its statement in natural language; its maximum numerical score; its
numerical score to pass the question; its difficulty level in the range low (0),
medium (1) or high (2); the topic to which the question is related to and, finally,
a set of correct answers or references in natural language.

In order to organize this information provided by the teacher in the domain
model, we have devised a hierarchical structure of knowledge into three different
types of concepts. The reason for using this structure is to follow the organization
of the course provided by the teachers as much as possible. The three types of
concepts devised are:

– Area-of-knowledge-concepts (AC): It is the name of the course to assess
as indicated by the teachers.

– Topic-concepts (TCs): They are the name of the lessons of the course as
indicated by the teachers.

– Basic-concepts (BCs): They are the key concepts of the area of knowl-
edge under study. BCs are automatically extracted from the correct answers
provided by the teachers to each question of the course using an automatic
Term Identification module [5]. Teachers can also later review this list of
BCs and, modify it as they consider more adequate.

For instance, for an “Operating Systems” course, the AC would be “Operating

Systems”, one TC could be the “Concurrency” lesson and, and one BC could be
“thread”. Moreover, given that the goal is to find out the level of assimilation of
each concept per student, all concepts are associated to a confidence-value (CV)
that reflects how well the system estimates that the student knows them. The
CV of a concept is between 0 and 1. A lower value means that the student does
not know the concept as s/he does not use it, while a higher value means that
the student confidently uses that concept. The CV is automatically updated as
the student answers questions according to a set of metrics [5]. The CV of a TC
is calculated as the mean value of the CVs of the BCs that it groups. The CV
of an AC is calculated from the CVs of its related TCs.

Regarding the relationships between the concepts, we have devised three
types of links between them according to the type of concepts that they relate
(and following the criterion of adjusting the model as much as possible to the
traditional course provided by the teacher):
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– Type 1, between ACs and TCs: Given that a course is usually structured
into lessons, type 1 links relate the concept representing the whole course (the
AC) with each lesson (each TC). A topic-concept may belong to different
area-of-knowledge concepts, but as the model only represents one course,
each TC can only be related to the AC. Type 1 links are automatically
extracted from the information provided by the teachers (i.e. which lessons
correspond to each course).

– Type 2, between TC and BC: Given that each lesson has a set of ques-
tions with correct answers, type 2 links relate the concept representing the
lesson (each TC) with each concept treated in that lesson (each BC). A
basic-concept belongs to one or more topic-concepts. These relationships are
important because they give us information about how the basic-concepts
are grouped into topic-concepts and, how the students are able to use the
BC in the different questions of the topics of the course. TCs are not linked
among themselves, as the relationships between the topics are already cap-
tured by the type 3 links. Type 2 links are automatically extracted from the
relationships between the topics and, the concepts found in the reference
answers of the questions of the topic.

– Type 3, between two BCs: A basic-concept can be related to one or more
basic-concepts. These links are very important as they reflect how BCs are
related in the student’s cognitive structure as extracted from the students’
answers. Therefore, unlike type 1 and type 2 links that are automatically
extracted from the information provided by the teachers, type 3 links are
automatically extracted from the information provided by the students.

We define a student’s conceptual model as a simplified representation of
the concepts and relationships among them that each student keeps
in his or her mind about an area of knowledge at a given point of
time. Conceptual models are useful both as a data model to guide the system’s
assessment of the student, and also as a form of feedback to both student and
teacher, indicating the current state of progress of the student. As a resource to
the system, the order and content of questions can be selected to focus on the
misconceptions or erroneous links detected. In terms of feedback to the teacher
and student, the presentation of a student’s conceptual model makes evident the
student’s strengths and weaknesses. The teacher can also view the conceptual
model of the class as a whole to see the strengths and weaknesses of the class,
which may suggest that they need to spend more time teaching certain topics.

The student’s conceptual model is not introduced by the teacher or by the
student, but generated from the answers provided by the students to the Willow
system [5]. The core idea is to compare the free-text answer provided by the
student to a set of correct free-text answers provided by the teachers, such that
the more similar they are, the higher the score the student achieves. Furthermore,
the system takes the frequency of use of the concepts in the student’s answer
into account in contrast to the frequency of use of the concepts in the teachers’
answers with the idea that students should not use concepts not contemplated

4



by their teachers in their answers, use them too frequently, or ignore concepts
that are considered important by the teachers [5].

Initially, each student’s conceptual model has only the area-of-knowledge con-
cept (AC) and the topic-concepts (TCs) as indicated by the teacher and stored
in the domain model. Both AC and TCs have been associated a 0 confidence-
value indicating that the student has never used them. Similarly, only type 1
and 2 links are represented as extracted from the domain model. Next, when the
students start using Willow to answer the questions indicated by the teachers,
they will start providing free-text answers, and from these answers, Willow au-
tomatically identifies the basic-concepts used. Moreover, Willow calculates the
confidence-value associated to each concept according to the frequency metrics
[5], and looks for type 3 links between BCs in the student’s answer.

3 Some conceptual models representation formats

The conceptual model can be represented in several knowledge representation
formats: a concept map, a conceptual diagram, a table, a bar chart and a tex-
tual summary. The conceptual model is always updated with the information
gathered from the students’ answers. This permits the capture of the concep-
tual evolution of the students, since the conceptual models generated at different
times can be stored and reviewed later. In our previous work [5], both students
and teachers could enter a conceptual model viewer (COMOV) to look at the
inspectable representation of the models during the course. However, as a re-
sult of the experiments performed with the Willow+COMOV systems during
the 2005-2006 and 2006-2007 academic years, we thought that it would be more
convenient not to show the whole conceptual model to the students, but just
the concepts with a CV higher than a certain threshold so that students could
actually see how they are building their conceptual models as they answer more
questions in Willow.

Therefore, we have changed the way the student and class models are ac-
cessed. In particular, students can now look at their own conceptual model and
the class conceptual model in the Willow system, whereas teachers can look at
the conceptual model of any student or group of students in a new conceptual
model viewer for teachers (Willov). In this way, both students and teachers can
keep track of the evolution of the models by looking at them several times during
the course. The difference now is that students can only see the concepts with a
CV higher than a certain threshold (e.g. 0.1, that is, the concepts that have been
mentioned at least once in their answers), while the teachers’ representation is
the same as in the previous version, showing all the concepts irrespectively of
their CV. Additionally, students and teachers can see the conceptual model for
each topic under review independently of other topics, and also a global view for
all topics.

Furthermore, in order to help students understand the concepts that they
have used wrongly, they can now click on each concept and be presented with
an automatically generated explanation page. That is, the models are now not
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Fig. 1. Example of concept map and conceptual diagram representations of the first
topic of the Pragmatics course as shown to a student in Willow.

only inspectable but also clickable, and thus more power has been given to the
student to control his or her learning. This does not give more work to the
teacher. In fact, the teacher does not have to write the explanation page. It
is generated from the information provided when the course was created. In
particular, the explanation page shows all questions and the correct answers in
which the concept has been used. The concept is marked with a color background
so that the student can extract the meaning of the concept from the different
contexts in which it appears.

Regarding the possible representation formats of the automatically generated
student’s conceptual models, two will be described in this paper: concept maps
and conceptual diagrams. Concept maps are particularly useful for displaying
networks of concepts. Each node represents a concept and the links between the
nodes represent the relationships between the concepts. A web-like organization
of the map has been chosen, as it is one of the most suitable formats for the
hierarchy of concepts (BC, TC, AC) proposed. The type of node is indicated
by the size and place in the concept map: the AC is bigger and it is always at
the center, the TCs are medium-size and are placed in the second radial line,
while the BCs are smaller and are placed in the outer radials lines; and, the links
have been reorganized in an effort to avoid crossings. The conceptual model can
also be presented as a hierarchical diagram, with the most important concept
at the top and less relevant concepts below. In this format, the focus is just on
the concepts and, the relationships among them are not explicitly represented.
Figure 1 shows a concept map and conceptual diagram representations of the
student’s conceptual model for one topic.

4 Experiment

In the 2007-2008 academic year, Willow was used by 22 students out of 45 study-
ing a “Pragmatics” course within the Department of English. Teachers provided

6



Table 1. Use of the conceptual models by 22 English studies students in class

Use Map Diagram Table Graph Text Total

Individual 3 5 9 3 3 23
Class 1 2 1 1 1 6
Individual+Class 4 3 0 0 0 7
Class+Individual 6 2 0 0 0 8

Total 14 12 10 4 4 44

material for Willow, consisting of 49 questions, each with 3 correct answers and
covering four topics of the “Pragmatics” course. The use of the system was com-
pletely voluntary and did not affect the grade given in the subject. The goal of
the experiment was to find out whether the students find the new utilities in
Willow useful for reviewing their course. It is important to highlight that since
Willow is a Blended Learning tool, we do not aim to replace the teacher, but to
support both the teachers and students by providing an alternative knowledge
acquisition, assessment and representation format.

The only technical knowledge needed to use Willow is the ability to use a
web browser. However, as it was the first time the students used computers as a
support for their studies, we gave them a short tutorial on the main features of
Willow, and we organized a first day of using Willow in class (in contrast with the
normal intention of using the system after class). As we did not want to interfere
with their manner of interaction with Willow (just the opposite, we wanted the
students to explore the system by themselves), we did not explain some new
features such as how to get more information about concepts by clicking on the
display of the conceptual model, or how to follow their progress by looking at
their conceptual model several times during the semester.

Rather than basing our evaluation on user questionnaires, which requires
more work from the student, we set Willow to log each action the student per-
forms within the system. In this way, at the end of the first day of using Willow
in class we had 22 logs (49% of the students volunteered to use the system in
class). These logs revealed that even though they had not been told that they
could check their progress by looking several times at the model after having
answered questions, 14 students looked at the conceptual model 44 times, as
gathered in Table 1.

Regarding how the conceptual model was viewed, the concept map format
was most popular (32% of views). The conceptual diagram form was second in
popularity (27%), while the bar chart and the textual summary were the least
popular formats (possibly because they were the last options on the menu).
Regarding the use of the individual versus class conceptual model, in 52% of
the cases, students looked at only their own conceptual model, while in 48%
of the cases they looked at both their own and the class conceptual models.
When tabular presentation was used, the students were more concerned with
their own results rather than the global results of the class. It is also interesting

7



to observe that the number of students who looked first their individual model
and secondly, the class conceptual model is similar to the number of students
who looked at the models in the reverse order.

5 Conclusions

The use of automatically generated students’ conceptual models from the free-
text answers provided to Willow has been extended not only for evaluating
purposes but also for tutoring. Only concepts with a confidence value higher than
a certain threshold are shown in the representation of the generated conceptual
model, so that concepts that have never been used by the student do not appear
in his or her own model. The student can still see these concepts in the class
conceptual model and click on them to generate an immediate explanation page
to find out what information is lacking in his or her answers and to improve them.
In this way, the next time that s/he answers the questions failed in Willow, if the
student uses the new information provided by the explanation page, s/he will
be able not only to pass the question but to generate a conceptual model with
more concepts marked as correctly known, indicating that s/he has achieved a
better knowledge of the subject.

A study is being undertaken in the 2007-2008 academic year, with 22 English
Studies students using Willow to review their Pragmatics course. From the logs
of the use of Willow, it can be stated that one of the most popular representation
formats is the individual concept map.
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Abstract. We present an outline of a process by which operational
software requirements specifications can be written for Formal Concept
Analysis (FCA). The Z notation is used to specify the FCA model and
the formal operations on it. We posit a novel approach whereby key
features of Z and FCA can be integrated and put to work in contempo-
rary software development, thus promoting operational specification as
a useful application of conceptual structures.

1 Introduction

The Z notation is a method of formally specifying software systems [1, 2]. It is
a mature method with tool support [3] and an ISO standard1. Its strength is
in providing a rigorous approach to software development. Formal methods of
software engineering allow system requirements to be unambiguously specified.
The mathematical specifications produced can be formally verified and tools
exist to aid with proof and type checking. Being based on typed set theory and
first order predicate logic, Z is in a position to be exploited as a method of
specification of systems modeled using FCA.

An issue with formal methods has been the amount of effort required to
produce a mathematical specification of the software system being developed.
Having a ’ready made’ mathematical model provided by FCA would allow formal
methods to have a new outlet. Whilst FCA can already be used to aid in the
understanding and implementation of software systems (see next Section), Z can
provide the method and structure by which FCA can be properly integrated into
a development life cycle.

Work linking FCA and Z has been undertaken [4] that uses FCA as a means
by which Z specifications can be explored and visualised. However, it does not
appear that the link has been established in the other direction, i.e. that an FCA
model can be taken as a starting point for functional requirements specification
in Z. We are interested in specifying functional system requirements as opera-
tions on the FCA data model, thus allowing the strengths of FCA and Z to be
combined. Work on algorithms based on FCA has been carried out, for example
by Carpineto and Romano [5], but here we are suggesting a formal approach to

1 Information Technology - Z Formal Specification Notation - Syntax, Type System
and Semantics, ISO/IEC 13568:2002
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the abstract specification of system requirements that can assist in transforming
the conceptual model into an implementation.

2 FCA in Software Development

FCA has been used in a number of ways for software development; for modeling
the data structure of software applications, such as ICE [6], DVDSleuth [7] and
HierMail [8], and as the basis for specialised application building environments
such as ToscanJ [9] and Galicia [10]. However there appears to be little work
concerning the use of FCA as part of a general software engineering life cycle.

Tilley et al [11] have conducted a survey of FCA support for software engi-
neering activities which found that the majority of reported work was concerned
with object-oriented re-engineering of existing/legacy systems and class iden-
tification tasks. They found little that related to a wider software engineering
context or to particular life cycle phases.

One piece of work that does relate FCA directly to phases of the software life
cycle has been carried out by Hesse and Tilley [12]; They discuss how FCA ap-
plies to requirements engineering and analysis. By taking a use-case approach,
relating information objects to functional processes, they show that a hierar-
chical program structure can be produced. They suggest that FCA can play a
central role in the software engineering process as a form of concept-based soft-
ware development. The approach of this paper embodies their idea, with FCA
providing the information structure and Z providing the process specification
(Figure 1).

Fig. 1. FCA and Z in the Software Life Cycle

3 From FCA to Z

In FCA a formal context consists of a set of objects, G , a set of attributes, M ,
and a relation between G and M , I ⊆ G ×M . A formal concept is a pair (A,
B) where A ⊆ G and B ⊆ M . Every object in A has every attribute in B . For
every object in G that is not in A, there is an attribute in B that that object
does not have. For every attribute in M that is not in B there is an object in A

that does not have that attribute. A is called the extent of the concept and B is
called the intent of the concept. If g ∈ A and m ∈ B then (g ,m) ∈ I , or gIm.
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In Z, information structures are declared based upon a typed set theory. To
apply this in FCA, G becomes such a type, namely the universal set of objects of
interest. Similarly, M becomes the universal set of attributes that the objects of
interest may have. The notation g : G declares an object g of type G and m : M

declares an attribute m of type M . Sets can be declared using the powerset
notation, P, and relations declared by placing an appropriate arrow between
related types.

3.1 Formal Context as a System State

Using the Z notation, the formal context and concepts can be specified as state

variables in a state schema (Figure 2), declaring the relation I , along with a
concept function, S , which maps extents to intents. S is declared as an injection;
an intent has one and only one extent, an extent has one and only one intent.The
lower section of the schema (the schema predicate) logically describes how I and
S are related. A : P G declares that A is a set of objects. B is the intent of A. |

ContextAndConcepts

I : G ↔ M

S : P G 7 P M

∀A : P G; B : P M | (A,B) ∈ S •
∀ g : G; m : M • g ∈ A ∧ m ∈ B ⇔ gIm ∧
∀ g : G | g /∈ A • ∃m : M | m ∈ B ∧ ¬ gIm ∧
∀m : M | m /∈ B • ∃ g : G | g ∈ A ∧ ¬ gIm

Fig. 2. State Schema specifying a Formal Context and its Concepts

can be read as ’such that’ and • can be read as ’then’.
Although a proof is not attempted here, the predicate appears, by inspection,

to satisfy Wille’s conditions for deriving concepts so that A = B I and B = AI

[13].

3.2 Query Operations

In Z, a query postfix, ?, is used to indicate an input to an operation and an
exclamation postfix, !, is used to indicate an output from an operation. The
symbol Ξ indicates that the operation does not change the value of the state
variables.

In Z, if R is a binary relation between X and Y , then the domain of R

(domR) is the set of all members of X which are related to at least one member
of Y by R. The range of R (ranR) is the set of all members of Y to which at
least one member of X is related by R.
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By making use of the concept function, S , and the fact that it is injective,
operations to output the intent of an extent and to output the extent of an
intent, are easily specified. Figure 3 specifies the latter in an operation schema
called FindExtent.

A strength of the Z notation is its notion of preconditions and postcondi-
tions. Preconditions are statements that must be true for the operation to be
successful and postconditions specify the result of the operation. In FindExtent,
the precondition B? ∈ ranS states that the input set of attributes must be in
the range of S . The postcondition A! = S∼(B?) obtains the extent by inverting
S and supplying it with the intent.

FindIntent is not specified here as it is, essentially, a mirror of FindExtent,
with the input being a set of objects and the output being the corresponding set
of attributes, B ! = S (A?).

FindExtent

ΞContextAndConcepts

B? : P M

A! : P G

B? ∈ ranS

A! = S∼(B?)

Fig. 3. An operation to find the extent of an intent

A query operation that outputs an object’s attributes, called FindAttributes

is shown in Figure 4. The set of attributes is obtained by taking the relational
image of I through a set containing the object of interest. Again, the operation
FindObjects (for an attribute of interest) is similar and is not specified here.

FindAttributes

ΞContextAndConcepts

g? : G

B ! : P M

g? ∈ dom I

B ! = I (| {g?} |)

Fig. 4. An operation to find an object’s attributes

Operation schemas to find object concepts and attribute concepts can be
specified according to Wille’s definitions, γg := ({g}II , {g}I ) and γm := ({m}II , {m}I ),
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by piping together the corresponding object/attribute, extent/intent queries us-
ing a chevron notation, >>. The output from the schema preceding the chevrons
becomes the input for the schema that follows them:

FindObjectConcept =̂ FindAttributes >> FindExtent ,

FindAttributeConcept =̂ FindObjects >> FindIntent .

In each case, we are interested in the outputs of both of the piped schemas, so
that γg = (A!,B !?) and γm = (A!?,B !). The postfix !? indicates that something
is first an output and then an input.

3.3 Update Operations

A strength of the Z notation is its notion of before and after states, i.e. a clear
distinction is made between the value of state variables before an operation is
carried out and their values after the operation is carried out. A state variable
decorated with an apostrophe indicates that is in the after state. The symbol ∆

indicates that an operation changes the state.
An operation to add a new object to the context can be specified by declaring

the object and the object’s attributes as inputs. The operation schema AddObject

is shown in Figure 5. It is a precondition that the attributes currently exist in
the context.

In Z, −⊲ subtracts elements from a range and ⊲ restricts a range. These are
used in the postcondition involving S to take into account the possibility that
the attributes of the new object are an existing intent. The relevant concept is
updated by adding the new object to the corresponding extent.

AddObject

∆ContextAndConcepts

g? : G

B? : P M

g? /∈ dom I

B ! ⊆ ran I

I ′ = I ∪ {m : M | m ∈ B ! • g? 7→ m }
S ′ = (S −⊲ {B?}) ∪ {

⋃
(domS ⊲ {B?}) ∪ {g?} 7→ B?}

Fig. 5. An operation to add a new object

A similar operation to add a new attribute can be specified, but is not given
here. Other useful operations that can be specified include those to remove an
object from the context, remove an attribute from the context, remove an at-
tribute from an object, remove an object from an attribute and to add an existing
attribute to an existing object. It also is possible that other notions in FCA, such
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as the superconcept/subconcept relationship and attribute/object implications,
will lend themselves to operational specification in Z.

4 A User Profile Example

Consider a user profile system where users belong to groups and groups are
associated with services. The contexts for this system are

usergroupContext : USER ↔ GROUP

groupserviceContext : GROUP ↔ SERVICE

The complete state schema UserProfileSystem is not given for the sake of
brevity. The concept functions are also omitted (in practice, where concepts are
explicitly required, it may be more pragmatic to specify an axiom to obtain them
from the context, rather than include them explicitly in the system state).

An operation is required to form a new group from all users who have access
to a particular set of services. The preconditions are that the group must not
already exist and that there must be at least one user who has access to the set
of services (this also ensures that the services exist). The requirement is specified
in Figure 6.

FormGroup

∆UserProfileSystem

newgroup? : GROUP

services? : P SERVICE

newgroup? /∈ dom groupserviceContext

usergroupcontext o
9
groupservicecontext ⊲ services? = ∅

∃ user : USER | services? ⊆
ran({user}⊳ usergroupContext o

9
groupserviceContext)

usergroupContext ′ = usergroupContext ∪ {user : USER | services? ⊆
ran({user}⊳ usergroupContext o

9
groupserviceContext) • user 7→ newgroup?}

groupserviceContext ′ = groupserviceContext ∪
{service : SERVICE | service ∈ services? • newgroup? 7→ service}

Fig. 6. An operation to form a new group in the user profile system

Relational composition is carried out using o
9, here to form the relation be-

tween users and services. ⊳ is domain restriction. Set comprehension is used in
the postconditions in the form {... • x 7→ y }. The mapping x 7→ y defines the
form of the elements of the comprehended set.

The above example shows how formal contexts, arising from FCA, can be
used in the formal specification of system requirements. The operation schema
FormGroup is an unambiguous specification that can be translated into a pro-
gram design.
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5 Conclusion

The work presented here paves a way by which an FCA model can be specified
as a Z state schema and that operations on the model (system requirements)
can then be specified as Z operation schemas. The strengths of the conceptual
model are thus combined with the strengths of structured formal methods. The
Z notation is well understood as part of the software life cycle; it has strengths
in the way functional system requirements are structured as schemas and in
its notions of pre and post conditions and before and after states. Z has an
industry standard and is supported by a variety of software engineering tools.
We therefore envisage FCA systems that are specified using Z as opening up FCA
to the comprehensive tools and support that are available for Z and vice versa,
thereby promoting operational requirements specification as a useful application
of conceptual structures.
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Abstract. This paper presents a new ontology mapping method be-
tween a source ontology and a target one considered as a reference. Both
ontologies are composed of triplets of the form (object, characteristic,
value). Values describing the objects of the reference ontology are hier-
archically organized using the a kind of relation. The proposed method
considers the ontology mapping problem as a rule application problem
in the Conceptual Graph model. First, a vocabulary common to both
ontologies is defined using mapping between values and characteristics.
Each value of the source ontology is associated with a fuzzy set of values
of the reference ontology. Then, the source ontology is translated into a
fuzzy conceptual graph base and the reference ontology into a conceptual
graph rule base. Finally, rules are applied into the fact base in order to
find correspondences between objects of both ontologies. This method is
implemented and applied to the mapping of ontologies in risk assessment
in food products, and experimental results are presented.

1 Introduction

Information systems which are characterized by the presence of multiple and
independent knowledge representation are concerned by the problem of the in-
teroperability among them. Mappings play a key role to treat that problem and
may be used for different purposes (schema or ontology integration, ontology
engineering, ...). Ontology matching is defined as a process that takes two on-
tologies as input and returns a mapping which identifies corresponding concepts
in the two ontologies by taking into account their descriptions and constraints in
terms of names, properties and semantic relations. The problem on the ontology
matching problem has been widely investigated in the literature (see [5, 8, 7, 2]).

In the framework of Conceptual Graphs (CG), previous works [6] have shown
that this model can be extended to ontology matching based on conceptual
properties. In this paper, we want to use the CG model when ontology matching
is based simultaneously on lexical and conceptual properties. More precisely,
we want to address the mapping process of a source ontology with a target
ontology considered as a reference. Both ontologies are composed of triplets
of the form (object, characteristic, value). There is no class categorization for
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objects and characteristics, and the values contained in the reference ontology
are organized according to the a kind of partial value function. We propose to
use fuzzy CGs [10] to represent and to match ontologies for three main reasons:
(i) the support of the CG model is well adapted to the representation of the
taxonomies of the reference ontology; (ii) the projection operation takes into
account the specialization relation between values of the ontologies; (iii) the
fuzzy extension encodes similarities between values and objects of the ontologies.

The aim of the proposed mapping method is to establish correspondences
between objects of two ontologies. The mapping problem adressed in this paper
is not a symmetric problem since one of the two ontologies is considered as a
reference. So we propose a new ontology mapping method in which the reference
ontology is considered as a rule base and the source ontology as a fact base. The
ontology mapping problem then becomes a rule application problem. Neverthe-
less, in order to apply rules into a fact base, both rules and facts must be defined
with the same vocabulary. So, our mapping method can be divided into three
main steps. The first step (section 2) consists in defining a vocabulary common
to the source and the reference ontologies. The second step (section 3) concerns
the translation of the source ontology into a fact base and of the reference on-
tology into a rule base. The third step (section 4) deals with the application of
the rules into the fact base in order to find correspondences between objects of
both ontologies. Finally, experimental results are presented in section 5.

2 Definition of a common vocabulary

We have chosen the Conceptual Graph (CG) model as formalized in [1] in order
to represent and to compare objects of a source ontology denoted S with objects
of a reference ontology denoted R. The CG model contains (i) the terminolog-
ical knowledge made of a concept type lattice which contains a smallest type
denoted ⊥ and a biggest one denoted ⊤, a relation type set possibly organized
in hierarchy, a set of individual markers enabling the designation of instances
and a conformity relation between markers and types, (ii) a CG fact base built
on the terminological knowledge and (iii) rules of the form GH ⇒ GC where GH

represents the hypothesis of the rule and GC its conclusion.
In order to compare objects of S with objects of R, we would like to use

the projection operation on CGs. But the objects of S are not defined with the
same vocabulary as the objects of R. Since the ontology R is a reference one,
we propose to express each object of S in terms of characteristics and values of
R. For that, we define a mapping between values and characteristics of S and
R. We only briefly recall this mapping which has already been presented in [3].

First, each value v of S is associated with a set of values {w1, . . . , wn} of R,
weighted by their lexical closeness to the value v using the Dice coefficient. Such
a set of values is represented by a fuzzy set [11, 12].

Example 1 Let pollock raw be a value of S. Let pollock, Alaska pollock be

values of R. µpollockraw={ 0.66/pollock + 0.5/Alaska pollock }.
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The lexical mapping between values is used to identify correspondences be-
tween characteristics of S and R. The result of the mapping between values and
characteristics of S with values and characteristics of R is defined below.

Definition 1 We call linked values of the source ontology S, denoted LV
S
, the

set of values of S such that each of them is associated with a set of values of the

reference ontology R with a given relevance score, represented by a discrete fuzzy

set. We call linked characteristics of S, denoted LC
S
, the set of characteristics

of S such that each of them is associated with one characteristic of R.

Thanks to this mapping, we can now present the terminological knowledge
common to S and R. The concept type set is composed of the object names
of S and R, the set of characteristics of R, the hierarchized set of values of R
and the concept type NumVal. The relation type set is composed of the relation
types HasForCharac, HasForValue, IsAnnotatedBy and HasForScore. The set of
individual markers contains values of the reference domain of the real numbers
IR.

3 Translation of the ontologies into fact and rule bases

Since the vocabulary common to the source ontology S and the reference ontol-
ogy R has been defined, we can now deal with the second step of our mapping
method i.e. to translate S into a CG fact base and R into a CG rule base.

3.1 Translation of the source ontology into a fuzzy CG base

Each object of S is represented by a CG using the terminological knowledge
described above: each of its characteristics and each of its associated values are
represented by means of their corresponding characteristic and values inR. Since
each value of the object in S is associated with a fuzzy set of values inR1, the CG
contains fuzzy values. We have proposed in [10] an extension of the CG model
to represent fuzzy values: a fuzzy set with a hierarchized reference domain can
be represented in a concept vertex as a fuzzy type.

Definition 2 Let f be the fuzzy value function which associates each value of

LV
S

with its corresponding values in the reference ontology R and their relevance

score. Let g be the value function which associates each characteristic of LC
S

with its corresponding characteristic in R. Let CT = { CharacT
1
, . . ., CharacT

p }
be the set of characteristics of R. Let NameY be the name of an object Y of the

source ontology S. Let CT
Y = { g(CharacY

1
), . . ., g(CharacY

m) } ∈ CT , m ≤ p,

be the set of characteristics associated with Y in R, where CharacY
i ∈ LC

S
,

i ∈ [1, m]. Let C′

T = { CharacT
l , . . ., CharacT

k }, p−m ≤ l ≤ k ≤ p, be the set

of characteristics of R such that C′

T = CT \CT
Y . Let Value1, . . ., Valuem be the

values associated with the characteristics of Y and belonging to LV
S
. Then each

object Y of S can be represented by the CG GT
Y of Figure 1.

1 This fuzzy set of values has a semantic of similarity and represents the ordered list
of the most similar values of R associated with a value of S .
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⊥
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⊥
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Fig. 1. The CG GT
Y associated with an object Y of S .

Example 2 Let fresh fish be an object of S. Its associated list of couples (charac-

teristic : value) is: (presentation: whole) and (which fish ?: pollock raw). Figure 2

presents the CG GT
ff associated with fresh fish, where g(presentation)= ‘origin

of main ingredient’ and g(which fish?)= ‘physical state, shape’.

FGHIJKLMGKGNO P O PFGHIJKQGRST OUVWXWY UZ [\WY WYXV]^W]Y_`a
bV]c]Vd\_WUY []_eU^`aFGHIJKLMGKGNO P O PFGHIJKQGRST ⊥

`abefcWg\h c_\_]i ce\b]`a `a OO
: *jk lJRRJNmjnoo pRGHmG lJRRJNmjnq`a OO

: *jk rMJRTjnoo rMJRTsJKtuvwjnq rMJRT HMGlTsJKtuvw
FGHIJKLMGKGNO PFGHIJKLMGKGNO P `a OOjk suHMjnoo suHM NGmTH sKuTxjnyz{|}~ z�}~` a U��]g_ Y\[]`a O PFGHIJKQGRSTO PFGHIJKQGRST : *

Fig. 2. The CG GT
ff associated with the object fresh fish of S .

3.2 Translation of the reference ontology into CG rules

Each object of R is represented by means of a CG rule which allows objects of
S to be annotated with objects of R according to the correspondences between
their characteristics and associated values.

Definition 3 Let CT = { CharacT
1
, . . ., CharacT

p } be the set of characteristics

of the reference ontology R. Let NameX be the name of an object X of R. Let

CX
T = { CharacX

1
, . . ., CharacX

n }, n ≤ p, be the set of characteristics associated

with X. Let C′

T = { CharacT
l , . . ., CharacT

k }, p − n ≤ l ≤ k ≤ p, be the set of

characteristics of R such that C′

T = CT \ CT
X . Let Value1, . . ., Valuen be the

values associated with the characteristics of X. Then, each object X of R can

20



5

be represented by the CG rule RX of Figure 3 where the marker *scoreproj is

the adequation degree between the hypothesis of RX and a CG into which there

exists a δ-projection (see Definition 4).

⇒

RX

 ! "#$%&'()*+,,-./.0123
456789:;595<= >456789:;595<= > ...

T?@A = >456789B5CDE
...

= >456789B5CDE456789:;595<= > = >456789B5CDE456789:;595<= > = >456789B5CDEFGHIHJKLMNOLFGHIHJPQ MNRQFGHIHJPSMNRS THUVWLMN XL
T

MNYQ
T

MNYS
THUVW=MNX=FGHIHJK=MNO= 456789:;595<= >456789:;595<= > ...

T?@A = >456789B5CDE
...

= >456789B5CDE456789:;595<= > = >456789B5CDE456789:;595<= > = >456789B5CDEFGHIHJKLMNOLFGHIHJPQ MNRQFGHIHJPSMNRS THUVWLMN XL
T
MNYQ
T
MNYS

THUVW=MNX=FGHIHJK=MNO=
! "Z$[#\' ]̂ _`abca d̀e/*f-ghi-g0 

Fig. 3. The CG rule RX associated with an object X of R. Vertices framed in bold
correspond to the conclusion of the rule.

Example 3 Let cod, raw be an object of R. Its associated list of couples (char-

acteristic : value) is: (origin of main ingredient: cod or codfish), (physical state,

shape: whole, shape solid) and (preservation method: preserved by refrigeration).

Figure 4 presents the CG rule associated with the object cod, raw of R.

⇒

Rcr jklmnopq mrprst mkpjsuvwT
uv xynzn{ x| }pn{ n{zys~ns{ruv�jysmsy�prnx{ }srkx~uv�������������� �������������� �������������� � jysmsy�s~ �l ys|ynzsyprnx{ uv���kxqst mkpjs |xy}n{zuvw�� ������������� ������������� ������������ ox~ xy ox~|nmkuv��

� � ��� ������� ¡¡¢£¤£¥¦§¨ � ©ª«¬�� ®̄ °±²³́ ²±µ¶¤�·¢¸¹º¢¸¥�jklmnopq mrprst mkpjsuvwT
uv xynzn{ x| }pn{ n{zys~ns{ruv�jysmsy�prnx{ }srkx~uv�������������� �������������� �������������� � jysmsy�s~ �l ys|ynzsyprnx{ uv���kxqst mkpjs |xy}n{zuvw�� ������������� ������������� ������������ ox~ xy ox~|nmkuv��
Fig. 4. The CG rule Rcr associated with the object cod, raw of R.
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4 Using CG rules for fuzzy matching of objects

Objects of the ontologies S and R are now represented by comparable CGs using
the same vocabulary. The objects of S are represented by fuzzy CGs and the
objects ofR by CG rules. The next and last step of our mapping method consists
in applying the CG rules into the fuzzy CGs in order to find correspondences
between objects of S and objects of R. These rules application allows the objects
of S to be enriched with annotations that are sets of similar objects of R.

The rule application requires to compare a crisp CG which represents the
hypothesis of a rule with a fuzzy CG which represents an object of S and may
contain fuzzy values. This comparison is made using the δ-projection which is
an extension of the projection operation defined in [10, 3].

Definition 4 A δ-projection from a crisp CG G into a fuzzy CG G′ is a triple

(g, h, δ), g (resp. h) being a mapping from the set of concept (resp. relation)

vertices of G into the set of concept (resp. relation) vertices of G′ such that:

(i) the edges and their numbering are preserved; (ii) the labels of the relation

vertices may be restricted; (iii) ∀ crisp concept vertex ci ∈ G, i ∈ [1, . . . , n],
labelled ti : mi, ci is mapped with its image g(ci) ∈ G′ labelled t′i : m′

i, with an

adequation degree δi = µclos(t′
i
)(ti), µclos(t′

i
) being the membership function of the

fuzzy type closure of t′i. The adequation degree of G by G′ is δ = mini=1,...,nδi.

We can now identify the correspondences between objects of S and R. Each
rule associated with each object ofR is β-applied into the fuzzy CGs representing
the objects of S, β being a threshold allowing the end-user to avoid too bad
correspondences between objects. The β-application is an extension of the rule
application defined in [9].

Definition 5 There exists a β-application from a rule GH ⇒ GC into a CG G

if there exists a δ-projection from GH into G such that δ ≥ β.

Example 4 Let us consider the object fresh fish of S described in Example 2

and represented by the CG GTff of Figure 2. Let us consider the object cod,
raw of R described in Example 3 and represented by the rule Rcr of Figure 4.

There exists a 0.5-projection from the hypothesis of Rcr into GTff . So, Rcr can

be 0.4-applied into GTff . The resulting CG R[GTff ] is described in Figure 5. ! " ! "#$%&'()**+,-,./01 ! 2345#6% 789:-(;+<=>+<. ?@ABC ?DBCEF
Fig. 5. The resulting CG R[GTff ] obtained from the application of the rule Rcr from
Figure 4 into the CG GTff from Figure 2 is partially shown here. It includes the one
of Figure 2 completed by the annotation framed in bold of this figure.

Thus, at the end of this mapping process, each object Y of the source ontology
S is associated with a set of candidate objects (see Definition 6) of the reference
ontology R, weighted by their adequation degrees to the object Y .
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Definition 6 An object X of the reference ontology R is a candidate for an

object Y of the source ontology S with the adequation degree δ if the generic

concept vertex of type NameY is linked by the relation vertex IsAnnotatedBy

to the generic concept vertex of type NameX which is linked by the relation

vertex HasForScore to the individual concept vertex (NumV al: δ).

Example 5 According to Example 4, the object cod, raw of R is a candidate

for the object fresh fish of S with the adequation degree 0.5.

5 Experimentation

We have developed methods to estimate the exposure of a given population of
consumers to chemical contaminants using two databases: the first one, called
CONTA, considered as the reference ontology R, gives the degree of chemical
contamination for 472 food products; the second one, called CONSO, considered
as the source ontology S, stores household purchases of 2595 food products.

We have realised an expert manual mapping: 398 food products from the
CONSO ontology (i.e. 84.32% from 472) have been associated with 2041 food
products from the CONTA ontology (i.e. 78.65% from 2595) by 3258 mappings.
Only 118 mappings (i.e. 3.82% from 3258) associate one food product from the
CONSO ontology with exactly one food product from the CONTA ontology.

Table 1 gives precision (the percent of the found correct mappings to the
found mappings) and recall (the percent of the found correct mappings to the
correct mappings found manually) for different correspondences. Mapping of
food product names, without mapping of characteristics, permits to retrieve
half of the manual matches but has a very bad precision (8.8%). Mapping of
characteristics enhances the recall till around 77%. We have also evaluated the
influence of the taxonomy defined on the values of R: for the mapping of 6 (resp.
20) characteristics, 6.96% (resp. 8.38%) of 74.40% (77.04%) are obtained.

#nb charac #found #correct p × 100 r × 100

0 18 283 1 608 8.80 49.36

6 72 365 2 424 3.34 74.40

20 120 468 2 510 2.08 77.04
Table 1. Results obtained with a number of mapped characteristics from 0 to 20

6 Conclusion

In this paper we present an ontology mapping method between a source ontol-
ogy and a reference one. Both ontologies are composed of triplets of the form
(object, characteristic, value). Values describing the objects of the reference on-
tology are hierarchically organized using the a kind of relation. First, all the
objects of the source ontology S are represented into a fuzzy CG base, denoted
KB

S

T . Then, all the objects of the reference ontology R are represented as a set
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of CG rules, denoted Rules
R

. Finally, the rules from Rules
R

are applied into
KB

S

T . This application produces an annotation for objects from S that encodes
correspondences with objects fromR and the associated adequation degrees. We
have shown in this paper that, thanks to our fuzzy extension of the CG model,
it is possible to represent and manipulate lexical mapping results combined with
semantic properties. This method has been implemented and applied to the
mapping of ontologies in risk assessment in food products. Our experimentation
shows that the method has a rather good recall but a poor precision.

A first perspective to enhance our method is to study other comparaison tech-
niques between characteristics and values such as semantic techniques or contex-
tual matching techniques. An other perspective is to apply, in post-treatement,
semantic constraints on the generated mappings between objects. Finally, we
want to compare our results with the one obtained using other ontology aligne-
ment methods thanks to ontology alignment comparison systems ([4]).
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Abstract. The importance of relations for conceptual modelling motivates an evalua-
tion of Conceptual Graphs (CG) in this respect. This analysis is presented on the formal
ontological basis provided by the General Formal Ontology (GFO). On the basis of a
simple example domain, modelling problems are identified and analyzed in connection
with more sophisticated relational concepts like roles, relators, and player universals.
This leads to a proposal for enhancing CGs and their diagrammatic modelling frame-
work in order to capture the example domain more adequately. The newly introduced
Conceptual Graphs with Relators allow for expressing roles and relators and help to
clarify the ambiguous translation of classical CG relations to relators and roles.
From a more general point of view, the overall approach provides an example of applying
formal ontological theories in the meta-analysis of modelling language semantics.

The role of formal ontology in today’s scientific discourse on conceptual modelling cannot be
neglected: it is perceived as both the panacea regarding the future goal of incorporating a
more tight semantic basis into modelling as well as an appropriate tool for a large variety of
bread-and-butter modelling tasks.

The following approach will focus the application of formal ontology in making expressive-
ness problems explicit that occur in practical modelling with Conceptual Graphs (Cgs). The
investigation will center around a simple, but non-trivial modelling example: a concrete act of
lending a book and the abstract definition of the underlying trust relation.

After introducing the example domain and applying Cgs to achieve a first, simple diagram-
matic representation that does not suffice to represent the domains richness, the next steps lead
to a formal ontological; this will allow to make the requirements explicit that previously clas-
sified these first concept graphs as “unsatisfactory”: the absence of relator concepts and roles.
As these demands are unsatisfiable in the standard Cg modelling paradigm, an enhancement
of Cg will be proposed that will allow to give a concise model of the example domain.

The following (meta-)investigation will combine two well worked-out fields in order to solve
a practical modelling problem. The feedback from formal ontology will prepare the introduction
of a novel enhancement of Cgs with relators and roles; these will allow for easier application of
these graphs in the modelling of relations as well as provide a (semi-)formal semantics which
will eliminate misunderstandings regarding the classical Cg relations.

Conceptual Graphs

From the large variety of approaches towards Conceptual Graphs (Cg), the following discus-
sion will favour the formalization of Frithjof Dau as Simple Concept Graph with Cuts [1], espe-
cially regarding their semantic foundation in Formal Concept Analysis (Fca). The modelling
paradigm will be based on the framework introduced by John Sowa in his classical Cg-bible
which presented a formalized way to introduce new concepts (conceptual abstraction [2, p. 104])
and relations (relational contraction [ibid.]) as well as focused the role of the accompanying
ontology , i.e., the subsumption hierarchy that comes along with each Cg.

The existing extension of Cgs with link types [3] will play an important role when enhancing
the basic conceptual graphs to a more fine-grained methodology to model relations.
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General Formal Ontology

The General Formal Ontology (Gfo) is a top-level formal ontology (also known as upper
level or core ontology) and part of the ontological framework which is being developed by the
Research Group Onto-Med at the University of Leipzig1.

Gfo is chosen as ontological background for this work because of is subtle modelling of
relations and roles [6][7], which makes it stand out from the large variety of other formal
ontologies and which will be briefly introduced later in Sect. 2; a general introduction can be
found in [4] as well as a meta-theoretical approach towards its underlying layered architecture
in [5].

1 Introducing the Practical Example

The following sections will utilize the Cg framework to model a practical example domain: the
situation of trust as formalized by Coleman and Buskens [8][9]. Initially, this domain will be
presented with the help of a prototypical situation (lending a book) and an abstract description
mingled with a first – already slightly – formalized approach that is extracted from the above
two references2.

(Semi-formal) Definition
Trust is a quaternary relation trust(X, Y, S,AG) between two social agents X and Y, which
participate together in the contextual situation S. This situation involves an action A that
involves a good G belonging to X and which is currently at the disposal of Y.

The relation trust reads: “X trusts Y in the situation S to apply action AG”.
Normally, the action lies a certain amount of time in the future which accounts for the risk the
trustor must take. The relational roles of X and Y will be labelled trustor and trustee 3.

Example
This relation holds in the situation of lending a book, i.e., lending is a special case of trust
(by adding additional constraints on X, Y, S,AG and their interrelation). The two agents are
the person lending the book (a Mr.Norrell), called lender, and the borrower (Mr. Strange)
who is trusted to return the book (AG) – a book that has the id 314 – after a certain
amount of time.

Fig. 1 introduces graphs that try do model the concrete example above with proceeding
complexity: starting from trust as a simple dyadic relation between concrete persons (G1),
the object of trust and its relation to the participating agents is introduced (G2 and G3).
Leaving aside for a moment the modelling of the action and its embedding in time which
would require advanced temporal modelling techniques, G3 is lacking the assignment of the
roles which describe the positioning of the related persons towards the relation.

(a) graph G1

(b) graph G2 (c) graph G3

Fig. 1: A first Approach to Modelling the Example Domain

Further, the problem of how to describe (meta-)relations between relations arises when
trying to establish the specialization of trust to borrow beyond simple subsumption.

In order to make these modelling demands and their possible inexpressiveness with Cgs
explicit, a more detailed view onto relations as entities sui generis is inevitable.

1
http://www.onto-med.de

2 As worked out more detailed in [10], every conceptualization is based on a set of pre-conceptualiza-

tions which are often already given in a semi-formal manner.
3 Ignoring the discussion whether roles and concepts share the same type hierarchy [11], role names

will be written like concept names in a monospaced font.
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2 Approaching Relations from Formal Ontology

“Relations are very peculiar entities; [. . . ] [Many philosophers] have thought that relations
are nothing other than the relata and their features or that they are merely appearances.
But others have conceived relations as the very stuff from which the world is ultimately
constituted.” [12, p. 58f]

Regarding this quotation of Jorge Garcia, relations are basic entities that heavily depend on the
underlying general, ontological paradigm. From the variety of different approaches to formalize
relations, Gfo’s relator model will be introduced in the following as it includes a very subtle
approach towards relational roles.

2.1 GFO’s Relations and Relators

In brief, Gfo relations “bind [a finite number of] things of the real world together” [4, p. 33].
These are the relata of the relation and their number is the arity of the relation. Moreover, the
relata can play the same or a different role in the context of the relation. Relations exhibit a
categorial character, i.e., they generalize a kind of entities which form the “glue” among other
entities. In other words, a relator is the distinct entity that assigns additional capabilities to
interrelated entities, these are described by the relator’s roles. The crux lies in the modelling of
these (relational) roles which describe the mediation between the arguments and the relation
or relator, respectively. The (meta-)relation between the (categorial) roles of a relation and
the corresponding relata is named plays which is subsumed by the ontological basic relation
dependent-on because roles depend on their player and on complementary roles, viz the totality
of roles involved in the relator, cf. [4, p. 33f] [6].

As relators can be seen as instantiations of (categorial) relations, the corresponding roles of
a relator are instances of a relation’s (categorial) roles. Fig. 2 summarizes these new aspects in
an Uml-style diagram which introduces the classical view4 on relations as derivable (the entities
marked by “/ ”) from the relator or the relation, resp.; the diagram can be read bivalently as
either class or object diagram depending on focussing either relations or relators. For simplicity,
the following diagrams will only depict the case of dyadic relations but can be extended to
arbitrary arity.

The problematic nature of roles resides in the simple fact that they are highly dynamic
entities (e.g., roles can change over time, one entity can stand in two different roles to the
same relator and needs to be treated differently regarding both roles), whereas the classical
conceptual modelling approach prefers the dissection of a domain into more or less static
and discrete entities. Therefore, roles prefer to be separated from material entities (“natural
kinds”) and in the following will be assumed to form a hierarchy of their own. Nevertheless, the
connection of the roles’s (part-of) hierarchy and the classical material subsumption hierarchy
adds additional aspects to the above model.

Fig. 2: Extended Diagram of Gfo’s Relation/Relator

As one of a role’s most impor-
tant effect is its restriction of the
super-type of its player, Fig. 2 includes
an abstract universal named player

universal which can be regarded as a
compositum of all the types of the ob-
jects that can be in the plays relation
towards this role, and, hence, serves as
a constraint for the type of the relatum.

2.2 Requirements to the CG Modelling Language

In the light of the preceding considerations, G3 of Fig. 1 still lacks the information of the
relational roles of the participants of the trust-relation. Further, as one “not consider[s] the
mere collection of the arguments which respect to a single fact [i.e., the entirety of relator and
relata as instance of a relation]” [4, p. 33], relations tend to resemble Cg-concepts instead of
Cg-relations.

4 Relators/relations are assumed to hold between the material relata and not the roles.
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The following requirements would additionally underpin the choice of relational concepts:
the demand to model subsumption between relations, e.g., the relation borrow as sub-relation
of trust as well as the composition of relations which is not possible with Cgs as only a simple,
partial-ordered subsumption hierarchy is admitted [14, p. 481], and the necessity to annex a
relation with additional information, like attributive properties.

Another important subject is the difference between relations that include individuals as
the relata and the definition of abstract (universal) relations. As a Cg-concept is related by
default to the existence of an entity of that concept, this distinction does not carry weight in
the following Cg enhancement as – regarding the terminology of Gfo – the entity representing
a relation is bound to the instance level, i.e., has to be a relator not a relation.5 However, a
formal way to introduce new relational concepts via abstraction would be necessary to grasp
the abstract definition of the trust relator in the example.

2.3 GFO – A more detailed Approach

As elaborated by Frank Loebe [6][7], Gfo’s modelling of relations has grown more subtle than
the above given original approach. The following diagram and discussion is based on a personal
discussion with Frank Loebe and uses an enhanced class diagram style. Instantiation is modelled
via a general dependency relation tagged with “::” and the instantiating entities are called
“individuals”; stereotypes are used to explicate the according categorial type or derived (“/”)
categorial names which give additional information. For example, the entities instantiating a
player universal are often called “players” according to a certain “context”.

Fig. 3: The Subtleties of Gfo’s Relation Model

An important change to the previous considerations is the refinement of the definition of
player universal as the maximal type constraint of a role bearing entity into a class; this
step lifts a role-player from the instance level and will be called (role) player universal.
This class is accompanied by a natural kind that constrains the types of the role-bearers.

The prototypical trust relation between two player instances takes place in the lowest row
of Fig. 3: Mr. Norrell, as the individual entity subsumed under the player universal, plays the
individual role (depicted as object) that instantiates the role category Trustor. Further, this
role individual is in the roleOf association towards the relator individual that instantiates
the relation Trusts. The important feature is the differentiation between instantiation and
generalization: Trusts is a relation (via generalization) that is simultaneously an instance of
the (meta-)category relator.

Another important distinction lies between the similarly named associations of the instance-
and the categorial level: the plays relations between instances has another semantic grounding
than the categorial relation of the same name, nevertheless they depend on each other.

A general, abstract definition of a special relation conforming to the example domain has
to give a role base, i.e., a relation (Trusts) with its relational roles (Trustor, Trustee) and
the natural category which the according player universal specializes (both are Persons). The

5 The different modes of defining the referrent of a concept node would allow to approximate an
abstract entity by the general referent ∗, for example in (“something”).
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differentiation between role and class types is hidden behind the demand of a player universal
to subsume natural kinds contrary to relational roles.

3 CG with Relators and Roles

By recapitulating the previous excursion into an ontological theory of relations, the following
requirements towards the expressiveness of the modelling language can be extracted: it should
be able to represent roles distinct from the entities of role-bearers, as well as relators between
roles and meta-relations between these relators; further, one needs to introduce new relators
in an abstract way (like a role base), and, as player universals are rather complex abstract
entities, to express at least their effects as type restrictions on the role-bearers.

3.1 Relators

As already explained above, the mixture of relation and object hierarchies, i.e., relation con-
cepts and classical Cg concept, must be avoided. Therefore the approach of Ribière et al. [3],
which was originally intended to enhance the reasoning with Cgs’s to relationships, gives the
desired separation and additionally extends Cg with the link formalism of [15] and a new
abstraction for link types.6 The benefit of this approach becomes obvious if one regards the
possibility to use links between links which would allow to deduce new information on a graph
due to link-based reasoning.

Fig. 4: Type Hierarchy

Ribière et al. proceeded as follows: first, there remains only one
Cg relation which connects an element of the link type
hierarchy with a classic concept; second, both the link type hi-
erarchy and the concept ontology are disjointly combined into a
concept lattice whereas both sub-hierarchies only share ⊤ and
⊥. This leads to the situation depicted in Fig. 4.

As there remains only one Cg relation, the corresponding
nodes will be omitted in the graphical representation. Fur-

ther, a new style of vertices is introduced to depict link concepts. Therewith,
can be shortened to .

Hence, the approach of [3] enhances the classical Cg framework with conceptualized re-
lations, a strict separation of relation concepts and classical concepts and the possibility to
express relations between relation concepts.

These improvements will allow to model the relations of the domain more fine grained than
with classical Cgs.

3.2 Roles

Another requirement is the possibility to name the roles of a certain relator. Cg relations
were already introduced as roles: “Conceptual relations specify the role that each percept
[or the concept representing this percept, resp.] plays” [2, p. 70f]. Consequently, the graph

has to be interpreted as “Concept2 plays the role described by hasRole
towards Concept1”[ibid.]. A formal foundation of the approach based on has<Rolename> is
given in [14, Sect. “Classifying Roles”] and [16].

This application of Cg relations overlaps with the approach of utilizing them as conceptual
relations itself. Even the original work of John Sowa did not distinguish these clearly: Cg

relations are applied in both ways – as roles (see above example) and relations (cf. classical
“cat (being) on mat” [14, p. 477]).

Besides the problem of expressing complex relations via simple role-names, this approach
has the disadvantage of intermingling roles with the relator which were both assumed to be
separated due to the general ontological considerations above.

3.3 Conceptual Graphs with Relators

The proposed solution will be a combination of most previously mentioned approaches to model
relations: first, relators will be modelled by link types with the appropriate relator taxonomy;
second, the relations of conceptual graphs model the relational roles between a (classical Cg)

6 John Sowa already introduced links and a link type hierarchy based on Aristotle’s analysis of rela-
tional links but without a rigorous foundation [2].
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concept and a relator; third, these roles equally form a hierarchy themselves. Therewith the
requirements above are satisfied because role and concept types are separated; furthermore,
relators allow reified access to the domain’s relations. As the semantic foundation will not be
laid down formally in detail, these new graphs will be introduced in the more readable graph
theoretic way.

Definition: Concept Graphs with Relators
Concept Graphs with Relators are finite, tripartite, directed, not necessarily connected
multigraphs G = (V,E) with vertices V = C ·∪L ·∪R and edges E ⊆ V × V .
The vertices of the graph are segregated into three types: concepts C, relators (links) L, and
roles R. An edge walk connects a relator node to either a concept node or a relator node
via a single role node7, hence E ⊆ L × R ∪ R × C ∪ L × L; additionally, there are no other
edges than those participating in a walk, and walks do not cross in roles, i.e., the degree of
role vertices is always two.

The special role named hasRelatum is the maximal element of a lattice-order ≤R on the
roles. Further, both concepts and relators form a lattice-order ≤C / ≤L with maximal
element ⊤C / ⊤L. These two orders are combined into a single lattice with an additional
element ⊤ such that ⊤ ≤R/L ⊤R/L serves as new maximal element whereas the bottom
elements coincide ⊥ = ⊥C = ⊥L.

Fig. 5 depicts the three defined lattices for concepts, relators, and roles. This trisection allows
to apply the classical Cg procedures of definition: new concepts and relators can be defined via
conceptual abstraction, whereas relational contraction is applied to define roles. The maximal
element of the (relational) role hierarchy is hasRelatum which serves as a default designator
for every concept that is attached via a walk to a relator.

Fig. 5: Cg with Relator’s
Three Type Hierarchies

Regarding the formal semantics of this approach, the only new
entities are roles. As with standard Cgs, classical concepts and
relation concepts are mapped to Fca concepts of K0 and Kn>0.
Therefore, the resulting partial semantics which ignores roles,
i.e., just assumes the top role hasRelatum and interprets it as a
graphical feature only, embeds into Dau’s Fca approach [1]. Ad-
vantageous to the mathematizations of Sowa and Dau, concepts
and relations now share a common lattice analogous to their un-
derlying semantics structures, i.e., formal power contexts, which

did not separate K0 and Kn>0 explicitely either.

The crux resides in the lack of a formal model of roles, which would require further inves-
tigative analysis. Nevertheless, reckoning roles as syntactic sugar only, Concept Graphs with
Relators allow to describe real world relations more naturally (compared to current conceptual
modelling paradigms) than the standard Cg approach which does not allow for the presented
subtle differences based on the ontological background of relations.

Additionally, the Cg framework’s notion of conceptual abstraction [2, p. 104] has to be
extended to relators; and, hence, will allow to give an abstract definition of a relator, e.g., a
general definition of trust. The next section will introduce this technique by example while
approaching the domain of trust with the new formalism of Concept Graphs with Relators.

4 Resuming the Trust Example

Fig. 6: Example Domain as Cg with Relator

Fig. 6 shows a possible graph with relators that
extends G3 of Fig. 1. Regarding the abstract
approach towards trust of section 1, the exem-
plary situation needs a generalized foundation,
i.e., a definition of the Trust relator which
is conform to the above general presentation.
This generalization – called relator type abstraction – will be introduced by example in Fig. 7.

7 Without a formal semantic basis of roles, roles between two relators seem dispensable and will be
omitted; nevertheless, these entities could describe a new kind of object which could turn out to be
useful in conceptual modelling.
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Fig. 7: Defining the Abstract Trust Relator

The heart of the abstraction
are two types of coreference:
first, w refers to the definien-
dum but further allows to in-
clude subsumption by giving
a type more special than ⊤

L

(viz. later Fig. 8 which derives
borrow from trust); second,
the (free) variables x, y, s, and
a are the relator’s arguments
whose roles are given by role
vertices and whose player uni-
versal is given by the type
of the corresponding concept

node. Thus, the argument x plays the role hasTrustor towards the definiendum w and must
be an object of type PERSON. Therefore, player universals are hidden and only their effect of
constraining concept type subsumption is represented. In the spirit of [2] this can be formalized
as:

Definition: Relator Type Abstraction
A relator type abstraction written ”relator R(r)(a1, . . . , an) is G” declares a new relator
R ∈ L of arity n which is given by the (n + 1)-adic abstraction [2, Def. 3.6.1] of the form
λ r, a1, ..., an : G whereas the concept graph G includes one relator node r (the definiendum)
representing R which is related via roles to concept nodes a1 to an whose type expresses
the constraints by the according player universal of the role bearer. The type of r can be
used to inherit an already defined relator or set to ⊤

L
.

To conclude, the simple borrow relation which was mentioned as a prototypical example of
a trust relation can be formalized on top of the above relator abstraction as in Fig. 8 whereas
the epistemic relators and the (temporal) sequence have to be read “intuitively” without an
accompanying, appropriate Cg ontology. Thus, this graph highlights the transition from a
situation in which the trustee possesses the object to a situation in which the trustor believes
that this object has been returned.

Hence, relator type abstraction allows to introduce new, complex relator which derive from
already existing ones by giving a role base and additional constraints beyond simple subsump-
tion.

Fig. 8: Additionally Defining the borrow Relator

5 Summary

The previous sections are an example for the utilization of a formal ontology to the task of
making the differences between a formal semantics and the semantics intended by the engineer
explicit, as well as to feed back these results into an appropriate enhancement of the modelling
language.

The ontologically coined view allows to express a catalogue of requirements that one would
want to express when trying to represent the trust domain (or domains including relations and
roles in general). As the standard Cg framework does not provide the necessary features to
express these demands (particularly relators and roles), an example-tailored enhancement of
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Cgs is introduced as Conceptual Graphs with Relators which fulfills both the requirements of
modelling certain aspects of the domain (instance level description and abstract introduction
of relations) as well as the catalogue derived from a closer look onto relations via Gfo.

The choice of a particular underlying ontological approach influenced the enhancement
as it mirrors the basic distinctions of Gfo in the Cg framework. Consequently, applying
another core ontology could have resulted in another way of enhancing Cgs. For example,
emphasizing the dynamic aspect of roles could have lead to the field of Dynamic Conceptual
Graphs and Actor Models [17] instead of the underlying Fca-based formalism; whereas the
latter includes a mathematical rigour close to Gfo’s own. Another approach could have been
to “hide” the representation of relators and roles in the accompanying ontology of the concept
graph, whereas the given solution decides to include these directly into the modelling language
itself and thereby closer to the concrete task of diagrammatic modelling.

There are several aspects which require additional consideration: first, a complete formal
semantic foundation of Conceptual Graphs with Relators by introducing an appropriate (power
context based) model for roles; second, the given interplay between formal ontology and the
modelling language can only be seen as first cycle of a “circulus creativus”[10, p. 129] and
would require additional feedback via modelling further examples with this extended graph
formalism; third, a comparison to the large field of other Cg based extensions, starting from
the above mentioned dynamical extensions.

To conclude, applying Gfo to support the semantic meta-language analysis of the (diagram-
matic) modelling language of Conceptual Graphs has proven to be another bread-and-butter
task that can be facilitated with the help of formal ontology, and proved to be a first step of
combining Gfo and the Cg framework.
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Abstract HealthAgents is a multi-agent, distributed decision support
system for brain tumor diagnosis. Knowledge needs to be shared amongst
different agents in order to assist clinicians when making diagnosis /
prognosis. Existing terminological standards led to the development of a
vocabulary to facilitate interoperability. Querying expressivity require-
ments as well as the need for visual capabilities further led to the de-
velopment of a Conceptual Graph based description of the data sources:
knowledge oriented specification. However, an important part of the med-
ical knowledge is not encoded in this formalism: background knowledge
regarding statistical correlations. As a decision support system, HealthA-
gents should provide the clinician all possible related information about
a case. This paper presents a way of encoding and utilising such statis-
tical information. The Simple Conceptual Graphs that describe a given
hospital cases will be used to retrieve related information. Logical sub-
sumption will be used for retrieval, while the statistical correlations will
be presented to the clinician as part of the decision support system.

1 Introduction

In this paper we address the problem of integrating a set of statistical rules
with a first order logic based formalism: Conceptual Graphs. This integration
is thought from the perspective of a medical decision support system (DSS).
In this context the clinical user of the DSS will be presented with potentially
useful information related to a patient case. This new information will help in
the selection of appropriate machine learning mechanisms to be used for case
classification.

The work described in this paper will present a first step towards the inte-
gration of statistical data with Conceptual Graphs. Our choice of Conceptual
Graphs is twofold. First, it provides easy integration with the KOS framework
described in [4]. Second, the clinician feedback will be done in natural language
and Conceptual Graphs will facilitate this translation. While the motivation for
the work is obvious: the need of integrating the existing statistical rules with the
conceptual graphs formalism; the justification for our approach needs a couple
of remarks. First, the decision support system has to provide the clinician with a
number of machine learning algorithms for case classification. These algorithms
have been trained on a set of data with certain features (age, sex etc.). It is
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important to select the appropriate classifiers. At the same time the choice of
classifiers is not only based on the patient case as such, but also on a set of
statistical correlations that the clinician has observed. This rationale calls for
the integration of reasoning capabilities for case retrieval (logical subsumption)
with existing statistical correlations provided by textbooks or concrete hospital
cases. Second, the nature of the system under discussion has to be considered: a
decision *support* system. Indeed, our aim is to make best use of the knowledge
available by presenting related information to the doctor. We do not want to
develop a statistical based reasoning system, but simply to provide the clinician
with all potential useful information about a case. Due to this reason, our work
is evaluated empirically, looking at the usefulness of the information we provided
for clinicians.

In conclusion, the advantages of the proposed approach are two fold: mod-
ularization for representation and easy evolution. Indeed, the logic and the sta-
tistical aspects are kept separate but exploited in a joined manner. Due to the
nature of our representation we can easily integrate new domain knowledge /
terminologies / ontologies, as a mapping between the tree representations of the
terminologies and the support. In particular, the last point makes our approach
very useful for the medical domain in particular, where a number of different
names associated to the same object are generally accepted.

2 Motivation and related work

HealthAgents [1] is an agent-based, distributed decision-support system (DSS)
that employs clinical information, Magnetic Resonance Imaging (MRI) data,
Magnetic Resonance Spectroscopy (MRS) data and genomic DNA profile infor-
mation. It is important to highlight at this stage that due to the medical nature
of our system we are not interested in combining the logical and statistical infer-
ence aspects. While this is an interesting directions of work ([6], [5]) we believe
that these approaches are unsuitable for our project for the following reasons:
(1) The clinical users are reluctant of using a system that performs statistical
reasoning for them. The motive is that potentially undiscovered classes of tumors
could be discarded as part of the reasoning process; (2) Second, the nature of
the domain makes the identification of independent variables difficult; (3) Third,
exhaustive scenarios cannot be provided for representational completeness.

We propose a Conceptual Graph based methodology for retrieving relevant
information that might help the clinician in the process of classifier selection.
The textbook rules and correlations from the literature have been translated into
a set of rules with a degree of belief attached. These rules follow the spirit of [2],
only with the statistical aspect included. When a new patient case needs to be
sent to the appropriate classifiers, the clinical data of the patient is translated
into a Conceptual Graph. Subgraphs of this Conceptual Graph will then be
projected in order to retrieve relevant information. We detail our methodology
further in the next section.
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3 The HealthAgents System

Figure 1. HealthAgents Architecture

The envisaged functionality of HealthAgents (see Figure 1) is to provide
better classification accuracy for brain tumors using non invasive procedures:
MRI scans, MRS scans, HRMAS and microarray information. The distributed
nature of the system (with data located in different geographic areas: Birming-
ham, Barcelona, Valencia) will ensure a large number of cases available. These
cases will be used for training classifiers on particular sets of data (e.g. male vs
female, certain age groups, certain types of tumors, brain locations etc.). The
classifiers will be invoked when a new patient case is presented to the system.
Depending on the clinical data of the patient and the location of the tumor (as
available from the MRI scan) the clinician makes the choice for what classifiers
to invoke. The classifiers will provide a differentiated diagnosis (discriminating
between two or more possible tumor types). Depending on the classifier results
and the MRS scan, the clinician makes his decision or invokes another classifier.

Knowledge contained in the data sources is described by the means of Con-
ceptual Graphs. This allows us to build upon the existing HADOM ontology
while not overcomplicating the ontology with rules to describe data extraction
techniques that employ different parameters which greatly influence the outcome
data. An immediate advantage of our Conceptual Graphs choice is their graph
based reasoning mechanisms which allow versatile querying algorithms [3]. The
Conceptual Graph querying will allow for the clinician to search for a similar
case within the cases in the HealthAgents network.
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In this paper we would like to provide a functionality that allows to present
extra information to the clinician that will allow to make a more informed choice
of the classifiers to be invoked. Indeed, all the clinical knowledge relating brain
tumor types with age, sex or brain tumor location is not exploited at all in the
current version of our prototype. We propose translating such correlation rules
(available from textbooks and scientific articles) into Conceptual Graph rules
with an associated degree of belief. We will then use projection to select the
relevant rules for a given patient case and show them to the doctor in descending
order of their belief degree.

4 Using Conceptual Graphs and probabilistic information

In this section we will detail our methodology and provide a concrete example
of its functionality.

First, we will describe how textbook rules and statistical correlation have
been translated to a Conceptual Graph representation (Section 4.1). This statis-
tical information was made available from books and relevant scientific articles.

Section 4.2 explains how these rules and correlations can be applied on an
instance of a patient case (also represented as a Conceptual Graph). As the
outcome, the doctor will be presented with a labelled tree where labels reflect
the degree of probability of each rule. It is important to highlight that these
labels will solely be used for the doctor as a guidance for classifier selection and
not for probabilistic inference.

Each section we will first present an intuitive overview of the proposed
methodology, followed by the formal description of our work. At the end of each
section a concrete example is provided. However, a few definitions are needed
to ensure consistency of the formalism presented throughout the paper. These
definitions are provided below.

Let G = (VC , VR;EG) be a bipartite graph. If, for each vR ∈ VR, there is a
linear order e1 = {vR, v1}, . . . , ek = {vR, vk} on the set of edges incident to vR

(k = dG(v) is the degree of vR), then G is called an ordered bipartite graph.
Given a node v ∈ VC ∪ VR, NG(v) denotes the neighbours set of this node, i.e.
NG(v) = {w ∈ VC ∪ VR|{v, w} ∈ EG}. Similarly, if A ⊆ VR ∪ VC , its neighbours

set is denoted as NG(A) = ∪v∈ANG(v)−A. We also denote the i-th neighbour of
vR ∈ VR by N i

G(vR), meaning that ei = (vR, N i
G(vR)) ∈ EG. If G = (V G

C , V G
R ; E)

is an ordered bipartite graph and A ⊆ V G
R , then the subgraph spanned by A in

G is the graph [A]G = (NG(A), A, E′), where NG(A) is the neighbor set of A in
G.

A conceptual graph support consists of a concept type hierarchy, a relation
type hierarchy, a set of individual markers that refer to specific concepts and
a generic marker, denoted by *, which refers to an unspecified concept. More
precisely, a support is a 4-tuple S = (TC , TR, I, ∗) where:
- TC is a finite, partially ordered set (poset) of concept types (TC ,≤) that defines
a type hierarchy where ∀x, y ∈ TC , x ≤ y means that x is a subtype of y; the
top element of this hierarchy is the universal type ⊤C ;
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- TR is a finite set of relation types partitioned into k posets (T i
R,≤)i=1,k of

relation types of arity i (1 ≤ i ≤ k), where k is the maximum arity of a relation
type in TR; each relation type of arity i, namely r ∈ T i

R, has an associated
signature σ(r) ∈ TC × . . . × TC︸ ︷︷ ︸

i times

, which specifies the maximum concept type of

each of its arguments; this means that if we use r(x1, . . . , xi), then xj is a concept
of type(xj) ≤ σ(r)j (1 ≤ j ≤ i); the partial orders on relation types of the same
arity must be signature-compatible, i.e. ∀r1, r2 ∈ T i

R r1 ≤ r2 ⇒ σ(r1) ≤ σ(r2);
- I is a countable set of individual markers that refer to specific concepts;
- ∗ is the generic marker that refers to an unspecified concept (however, this
concept has a specified type);
- The sets TC , TR, I and {∗} are mutually disjoint;
- I ∪ {∗} is partially ordered by x ≤ y if and only if x = y or y = ∗.

A (Simple) Conceptual Graph (SCG) is a 3-tuple SG = [S,G, λ], where:
- S = (TC , TR, I, ∗) is a support;
- G = (VC , VR; EG, l) is an ordered bipartite graph;
- λ is a labelling of the nodes of G with elements from the support S: ∀r ∈

VR, λ(r) ∈ T
dG(r)

R ; ∀c ∈ VC , λ(c) ∈ TC ×
(
I ∪ {∗}

)
such that if c = N i

G(r),
λ(r) = tr and λ(c) = (tc, refc) then tc ≤ σi(r).

When the support is fixed, we use the notation SG = (G,λ), or we refer to
the CG G and its labelling function λG.
If (G,λG) and (H,λH) are two CGs (defined on the same support S) then G ≥ H

(G subsumes H) if there is a projection from G to H. A projection is a mapping
π from the vertices set of G to the vertices set of H, which maps concept vertices
of G into concept vertices of H, relation vertices of G into relation vertices of
H, preserves adjacency (if the concept vertex v in V G

C is the ith neighbor of
relation vertex r ∈ V G

R then π(v) is the ith neighbor of π(r)) and furthermore
λG(x) ≥ λH(π(x)) for each vertex x of G.

4.1 Statistical Conceptual Graph Rules

This section describes how to exploit the statistical correlations contained in
textbooks to select appropriate classifiers for HealthAgents. Statements such as
“Medulloblastoma account for 20% of all pediatric tumors” or “85% of medul-
loblastoma occur by the age of 15” are translated into Conceptual Graph (CG)
based rules (as described in [2]) with the corresponding associated degree of
belief. We provide the definition for such rules below.

If S is a fixed support, then a rule defined on S (see [2]) is any CG H, over
the support S, having specified a bipartition (Hyp,Conc) of its set of relation
nodes V H

R . The subgraph of H spanned by Hyp, [Hyp]H is called the hypothesis

of the rule H, and the subgraph spanned by Conc, [Conc]H , is the conclusion of

the rule H.
Applying a rule H to a CG G means to find a projection π from [Hyp]H to
G, to add a disjoint copy of [Conc]H to G, and finally to identify in this graph

each concept node v ∈ V
[Conc]H
C ∩V

[Hyp]H

C to π(v), its image by π. The new CG
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Patient:* Tumor:* Medulloblastoma:*

has
hasType

0.2 "Medulloblastoma account for 20% of pediatric tumors."

Patient:* Tumor:* Medulloblastoma:*Age:<15

has hasTypehasAge

0.85 "85% of medulloblastoma cases have presented by age of 15"

Figure 2. Conceptual Graph Probabilistic Rules

obtained, G′, is called an immediate derivation of G, by the application of rule
H, and following π. A probabilistic rule is pair (R, p(R), where R is a rule and
p(R) is its probability.

In Figure 2 two such probabilistic rules for the tumor type medulloblastoma
are presented. The first rule states that if the patient has a tumor (as encoded
by the white labelled relation “has”) then the tumor type is medulloblastoma (as
encoded by the grey labelled relation “hasType”) with a probability degree of 0.2.
Similar, the second rule states that is a patient has a tumor and that tumor is of
the type medulloblastoma then the patient is under 15 with a probability degree
of 0.85. The support for these rules has been omitted for simplicity reasons.
These two rules have been extracted from a pediatric study on tumor types and
are the only two available rules for the tumor type medulloblastoma. This is an
important fact, as it shows that the number of such correlation rules is not large,
thus not affecting the computational effectiveness of our approach. We will show
how these rules are applied for HealthAgents in the next section.

4.2 Conceptual Graph Derivation Tree

This section will detail how the rules introduced in the previous section can be
used on a specific instance of a patient case. All of the relevant rules for the
patient instance will be applied and a derivation tree built. The derivation tree
will be used for the clinician to have an overview on potentially useful information
prior to classifier selection. The weights on the tree edges will only be used as an
indication of correlations in the field. Please note that due to the way we defined
the derivation tree the same rule can be applied twice, therefore not ensuring
independency. This is the main reason why we do not use the derivation tree for
probabilistic inference, but rather for an organized exploration of the available
information relevant to a particular case. It is also important to mention that the
derivation tree cannot get potentially very large due to the number of available
rules for each of the tumor types.
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0.2

Patient:A Tumor:* TemporalLobe:*Age:>15

has hasLocationhasAge

0.85

Age:>15 Patient:A Tumor:* TemporalNode:*

hasAge has hasLocation

hasType Medulloblastoma:*

Age:>15 Patient:A Tumor:* TemporalNode:*

Medulloblastoma:*hasType

hasLocationhashasAge

hasAgeAge:<15

Figure 3. Patient Case Example

Let R a set of rules defined on S and G a CG over S. Then G, R derives
a CG G′ if there exists a sequence of immediate derivations leading to G′ by
applications of rules in R. The set of all CGs G′ which can be derived from
a CG G using R by means of sequences of immediate derivations of length at
most k is denoted by Rk(G) and can be described as a derivation tree having as
nodes CGs, rooted in G and having as directed edges pairs of CGs representing
immediate derivations. If the rules in R are probabilistic, then each such directed
edge has assigned as weight the probability of the rule used.

Figure 3 presents such derivation tree obtained from a patient case of over
15, with a tumor in the temporal lobe. The clinician intuition (based on the
MRS scan) is that medulloblastoma is an potential diagnosis and the two rules
previously shown for medulloblastoma have been applied. As a consequence a
contradiction was obtained: given the fact that medulloblastomas account for
20% of cases, 85% of those will be on patients under 15, and the patient was
over 15.

Please note that if the clinician would not have any intuition on the tumor
type, then all the rules relevant to tumor types and further consequences would
have been applied. Even if the rule will state that for the particular instance
tumor location a tumor type is not possible, the outcome will be presented to
the clinician. The motivation is that a potentially new type of tumor could be
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under discursion and by performing “reasoning” this aspect would be ignored. It
is therefore very important, in the context of this domain, to present the clinician
with all possible information related to the patient case.

5 Conclusion and future work

In this paper we provided a methodology for integrating probabilistic information
to enhance the HealthAgents decision support system. We have shown how the
probabilistic rules retrieved from textbooks can be translated into a Conceptual
Graph formalism and then how they can be applied for building a derivation
tree.

In advancing out work we have to keep the knowledge representation and
reasoning research tightly coupled with the clinician feedback in the domain. So
far, the clinician have proved reluctant to discarding information as part of the
reasoning process. However, future work will look at pruning the derivation tree
based on contradiction and reorganizing information based on such pruning. We
would also like to facilitate intuitive navigation of such tree and current work is
looking at addressing such design problems.
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Modelling a dynamic process in the conceptual

graph model: extension needed?
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Abstract. In a food processing chain, a process is a succession of unit
operations leading to the food product. As a first step, we will use a
single assertional conceptual graph to represent the process steps. But
reasoning with expert rules on this assertional graph raises some issues
(activation of rules, readability). We propose an extension of the con-
ceptual graph model, in order to introduce the ‘Becomes’ relation to
structure the set of concept types in the support. This extension allows
one to consider an extended set of concept types and conformity relation
and to create another kind of graph rules and assertional graph repre-
senting the process, resolving these issues. We present the application
of this extension to the case of the expert knowledge base about durum
wheat transformation process.

1 Introduction

The representation of a dynamic process, where an entity is transformed, along
different steps, raises questions about knowledge elicitation, conceptual repre-
sentation and logic formalization. During a process, raw material undergoes a
series of transformations (unit operations) to give a product. This sequence of
transformations has an impact on the product properties. We propose to rep-
resent knowledge about a processing chain with the conceptual graph model
[Sow84]. Its graphical representation has the advantage to be legible for a non-
expert, while it is also well-founded from a logical point of view. Two kinds of
information are considered here: expert rules, represented as conceptual graph
rules, and sequences of unit operations,represented as assertional graphs.
The priorean approach [OS04], in a first order and hybrid logic framework, al-
lows one to represent a succession of events in a formal manner using first order
logic predicates limited to existential and conjonctive fragments. A first grade
defines tenses entirely in terms of objective instants and an earlier-later relation,
allowing one to express sentences such as “it will be the case that p” or “it has
been the case that p”.

Previous work on the conceptual graph model has considered the introduc-
tion of temporal elements in the model. On the one hand, the representation
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of temporal intervals is proposed in [TAB01] and [EN90]. [MD94] present an
approach to model temporal information found in discourses. [Koc03] deals with
the issue of knowledge validation, introducing the notion of temporal context.
On the other hand, [Del91] extends the concetual graphs with “demons” that
take concepts as input parameters, but assert or retract concepts as the result of
their action, [Min98] extend these ideas by allowing conceptual graphs as input
and ouput parameters which is applied in [BC01].
The present study is closer to this latter approach. However after a presentation
of the limits of the “classical” conceptual graph model to represent the process
(Section 2), our approach is based on the introduction of a relation denoted
“Becomes”, in the support, to express the expected life cycle of an entity during
the process (Section 3). Its use is presented in Section 4.

2 Representation and reasoning in the framework the

“classical” conceptual graph model

Conceptual graphs rules [BS06] were proposed as an extension of Simple Con-
ceptual Graphs (CGs) [Mug00] to represent knowledge of the form “if A then
B”, where A and B are simple CGs. We present a set of rules obtained by expert
statements, and we propose to infer these statements with two ways (2.2 and
2.3) of process representation.

2.1 Unitary rules

Traditional pasta is exclusively based on high-quality durum wheat semolina.
Pasta processing is a traditional technology. Even today, pasta process involves
three basic unit operations: mixing of components (dough preparation), shaping,
and drying of pasta products. Pasta are prepared for consumption in boiling wa-
ter, during which they become soft. Pasta products are characterized by specific
organoleptic (e.g. color, texture) and nutritional (e.g. glycemic index, vitamin
content) qualities. Properties of pasta products depend on the raw material used
and processing conditions.

A corpus of rules has been formulated by food science experts. This kind of
rule expresses and describes the impact of one unit operation on a property of
the food product. All these rules are designed in a homogeneous way, following
the pattern : “if a product undergoes one unit operation and contains one com-
ponent characterized by a given property, then this property can be subjected
to modification due to the unit operation”. We call this kind of rules “unitary
rules”. Fig.1(1) is an example of a unitary rule : “if a food product undergoes
cooking in water and contains vitamin characterized by a given content, then
this content decreases”.
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2.2 Representation of a whole process, problem of arity
predetermination

We want to represent the successive unit operations undergone by a food product
in a single assertional graph in order to deduce the impact (by activation of
unitary rules) of this process on the properties of the food product. To design
this assertional graph, we use the basis of the pattern outlined previously (2.1).
Firstly, we propose to introduce a relation type “undergoes” in the unitary rule:
if a food product undergoes n unit operations then the arity of relation type
’undergoes’ is n +1 (because of the food and n operations). This representation
informs on the sequence order of unit operations. However, the “undergoes”
relation is represented by a binary arity in the support. An example of this
assertional graph type is given (Fig.1(2)). However, there is a failure to project
the hypothesis (Fig.1(1)) of the unitary rule in the assertional graph (Fig.1(2)),
because of the difference of arity between the relation type ‘undergoes’ of the
unitary food and the relation type “undergoes” of the assertional graph, this
graph is not a specialization of the unitary graph rule hypothesis. Moreover, the

Fig. 1. Inability to project the assumption of the unitary rule in the assertional graph

conceptual graph model does not allow conceptual relations to have an arity
which varies. For this reason, an alternative proposal has to be considered.

2.3 Representation of a whole process allowing the activation of
unitary rules by conserving a binary arity of the relation type
‘undergoes’

To remedy the problem, we represent all unit operations undergone by a food
product in the assertional graph with a different representation.
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Assertional graph representing whole process. We create as many branches
-(undergoes)-[unit operation : *] as there exists unit operations in the modelled
process. We complete the assertional graph with some information about the
order of unit operations through the introduction of an anteriority relationship
-(before)-. An example of such an assertional graph is given in Fig.2(2).

Fig. 2. Projection and activation of the unitary rule assumption in the assertional
graph

Activation of unitary rules to infer a final assertional graph. The pro-
jection of the unitary rule hypothesis (Fig.2(1)) is possible for the assertional
graph, thus we can proceed to successive activations of unitary rules from this
graph to infer a final assertional graph (Fig.2(3)).

3 Extension of the conceptual graph model to introduce

the ‘Becomes’ relation as a relation between concept

types of the support

The evolution of a food product during a process is common to all food prod-
ucts of a given type (all pasta, etc). This characteristic is not expressed by the
assertional graph representing a process, which has an existential logical inter-
pretation. Hence, in the following, we introduce a new relation between concept
types in the support, denoted “Becomes” (complementary of the “IsAKindOf”
relation), that links together the states of the product between the differents
stages of process transformation.
In [Pri68], the first grade defines tenses entirely in terms of objective instants
and an earlier-later relation. For instance, a sentence as Fp, “it will be the case
that p” or “there exists some instant t which is later than now, and p is true at
t” can be defined in DF (Definition of Future) as follows:
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(DF) T(t, Fp) ≡def ∃t1: t≤t1 ∧ T(t1, p)

For two concept types C and C’ linked by the Becomes relation, the proposition

φ(C
b
→C’) meaning “C becomes C ′” can be formulated as follows (I is the set of

individual marker):

φ(C
b
→C’) ∀ x ∈ I, C(x) → FC’(x)

φ(C
b
→C’) ∀ x ∈ I, C(x) → ∃t1: t≤t1 ∧ T(t1, C’(x))

Reflexivity For a concept type C, the proposition φ(C7→C) meaning “C be-
comes C” can be formulated as follows:

φ(C
b
→C) ∀ x ∈ I, C(x) → FC(x)

φ(C
b
→C) ∀ x ∈ I, C(x) → ∃t1: t≤t1 ∧ T(t1,C(x))

The reflexivity property is obtained for t = t1.

Transitivity For three concept types C, C’ and C ′′, the proposition φ(C7→C’7→C ′′)
meaning “C becomes C ′ and C’ becomes C ′′” can be formulated as follows:

φ(C
b
→C’

b
→C ′′) ∀ x ∈ I, C(x) → FC’(x)

⋂
C’(x) → FC ′′(x)

φ(C
b
→C’

b
→C ′′) ∀ x ∈ I, C(x) → ∃t1: t≤t1 ∧ T(t1,C’(x))

⋂

C’(x) → ∃t2: t1≤t2 ∧ T(t2,C
′′(x))

φ(C
b
→C’

b
→C ′′) → φ(C7→C ′′) because of the transivity of relation ≤.

φ(C
b
→C ′′) ∀ x ∈ I, C(x) → ∃t2: t≤t2 ∧ T(t2,C

′′(x))

φ(C
b
→C ′′) ∀ x ∈ I, C(x) → FC ′′(x)

Thus, the transitivity property is obtained. The Becomes relation being reflexive
and transitive, it is a partial preorder on the set of concept types. The set of
concept types extended to the Becomes relation, denoted Tc.ext, is defined as
follows.

Definition 1. Tc.ext is a set of concept types partially ordered by two relations,

the IsAKindOf relation and the Becomes relation.

An example of this extended set of concept types is given in Fig.3 for the durum
wheat process. For clarify the representation, concept types ordonned by the
Becomes relation appear in an horizontal plan with a curved corner rectangle.
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Fig. 3. Extended set of concept types for the durum wheat sector

4 Use of the extended support

In [Gua92], the notion of “natural type” is distinguished from the notion of “role
type”. Whereas natural types are conserved by instances during their whole life,
role types can change. A similar distinction is conveyed by the IsAKindOf and
Becomes relations, Becomes expressing a succession of states in the life cycle of
an instance.
A marker can successively conform to all the concept types ordered by the Be-
comes relation in Tc.ext. Therefore, we introduce a new conformity relation, de-
noted τext.

Definition 2. τext: I → Tc.ext, associates each individual marker x with an

“initial” role type denoted Cinit. If an individual marker conforms to role type

Cinit, it can also conform to all role types situated after Cinit in the Becomes

relation.

A marker typed by two differents types (ordered by a Becomes relation in
Tc.ext) can be represented on a same conceptual graph. We introduce extended
unitary rules which conceptualize an evolution of a role type undergoing a unit
operation during a process or describe characteristics of each role type. We rep-
resent directly role types in assertional graphs and graphs rules. In these graphs,
we precise for users which concept types are role types by curved corners. An
example is given in Fig.4 showing several extended unitary rules.

Thus, we propose an extended assertional graph which can model a food
product in a given state and the sequence of unit operations undergone by this
product. Fig.5 is an example of extended assertional graph: “durum wheat un-
dergoes fractionation, extrusion and hydratation”. With this proposition, we can
infer several logic assertions with successive activations of extended unitary rules.
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Fig. 4. Examples of extended unitary rules

In the graph G of Fig.5, the following rules of Fig.4 are successively applied :
Rule 1 applied to G gives a graph G1, Rule 3 applied to G1 gives a graph G2

and Rule 2 applied to G2 gives a graph G3.

Fig. 5. An example of extended assertional graph

In this example of extended assertional graph, the Rule 3 can’t be applied
before the Rule 2. When Rule 2 is applied, the Rule 3 can no longer be applied.
Thus, the extended rules defines a non-monotonic system, which is a difference
with simple CG rules.

5 Conclusion

This paper has raised the issue of the representation of a process in the concep-
tual graph model. We have proposed to represent the successive unit operations
undergone by a food product in a single assertional graph in order to deduce
the impact of this process on its properties. But these assertionnal graphs don’t
allow one to project expert rules or to be legible for users. Thus, we have in-
troduced an extended set of concept types partially ordered by an additional
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relation, denoted “Becomes”, allowing the representation of type changes dur-
ing a process. Future work will focus on the becoming of a set of concept types
during the process. Several combined concept types can produce a new concept
type. For instance, mixing pasta and tomato in a food product chain produces
the concept type “tomato and pasta”. This observation raises a possible intro-
duction of a composition law into a set of concept types, that will be considered
in future work.
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Abstract. We propose a method, Cluster-Lift, for parsimoniously mapping clus-

ters of ontology classes of lower levels onto a subset of high level classes in such

a way that the latter can be considered as a generalized description of the former.

Specifically, we consider the problem of visualization of activities of a Computer

Science Research organization on the ACM Computing Subjects Classification

(ACMC), which is a three level taxonomy.

It is possible to specify the set of ACMC subjects that are investigated by the

organization’s teams and individual members and map them to the ACMC hi-

erarchy. This visualization, however, usually appears overly detailed, confusing,

and difficult to interpret. This is why we propose a two-stage Cluster-Lift pro-

cedure. On the first stage, the subjects are clustered according to their similarity

defined in such a way that the greater the number of researchers working on a pair

of subjects, the greater the similarity between the pair. On the second stage, each

subject cluster is mapped onto ACMC and lifted within the taxonomy. The lifting

involves a formalization of the concept of “head subject”, as well as its “gaps” and

“offshoots” and is to be done in a parsimonious way by minimizing a weighted

sum of the numbers of head subjects, gaps and offshoots. The Cluster-Lift results

are easy to see and interpret.

A real-world example of the working of our approach is provided.

1 ACM Computing Classification System Fits for Representing CS

Research Activities

ACM Computing Classification System (ACMC) is a conceptual three level classifica-

tion of the Computer Science subject area built to reflect the vast and changing world

of computer oriented writing. This classification was first published in 1982 and then

thoroughly revised in 1998 and it is being revised since [1]. The ACMC is used, mainly,

as a device for annotation and search for publications in collections such as that on the

ACM portal [1], that is, for the library and bibliographic applications. Here we propose

its use for representing research organizations in such a way that the organization’s re-

search topics are generalized by parsimoniously lifting them, after clustering, along the

ACMC topology.
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Potentially, this kind of ACMC representation can be used for the following pur-

poses:

i Overview of scientific subjects being developed in an organization.
ii Positioning the organization over ACMC.
iii Overview of scientific disciplines being developed in organizations over a country

or other territorial unit, with a quantitative assessment of controversial subjects, for

example, those in which the level of activity is not sufficient or the level of activities

by far excesses the level of results.
iv Assessing the scientific issues in which the character of activities in organizations

does not fit well onto the classification; these can be potentially the growth points

or other breakthrough developments.
v Planning research restructuring and investment.

2 Cluster - Lift Method

We represent a research organization by clusters of ACMC topics emerging according

to members or teams simultaneously working on them. Each of the clusters is mapped

to the ACMC tree and then lifted in the tree to express its general tendencies. The clus-

ters are found by analyzing similarities between topics as derived from either automatic

analysis of documents posted on web by the teams or by explicitly surveying the mem-

bers of the department. The latter option is especially convenient at situations in which

the web contents do not properly reflect the developments. Then we need a survey tool.

Accordingly, this work involves developing the following tools. 1) A e-screen based

ACMC topic surveying device. 2) Amethod for deriving similarity between ACMC top-

ics. 3) A robust method for finding possibly overlapping subject clusters. 4) A method

for parsimoniously lifting topic clusters on ACMC. In the following subsections, we

describe them in turn.

2.1 E-screen survey tool

An interactive survey tool has been developed to provide two types of functionalities

about the research activities in an organization: i) data collection about the research

results of individual members, described according to the ACMC topics; ii) statistical

analysis and visualization of the data and results of the survey. The period of research

activities comprises the survey year and the previous four years. This is supplied with

simultaneous “focus + context” navigation functionalities as well as quick interaction

with the taxonomy [2]. The respondent is asked to select up to six topics in the third

layer of the ACMC tree and assign each with a percentage expressing the proportion of

the topic in the total of the respondent’s research activity. Figure 1 shows a screenshot

of the interface for a respondent who chose six ACMC topics during his/her survey

session. Another, “research results” form allows to make a more detailed assessment in

terms of research results of the respondent in categories such as refereed publications,

funded projects, and theses supervised.

The (third-layer) nodes of the ACMC tree are populated thus by respondents’weights,

which can be interpreted as membership degrees of the respondent’s activity to the

ACMC topics.
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Fig. 1. Screenshot of the interface survey tool to select ACMC topics.

2.2 Deriving similarity between ACMC topics

We derive similarity between ACMC topics i and j as the weighted sum of individual

similarities. The individual similarity is just the product of weights f i and fj assigned

by the respondent to the topics. Clearly, topics that are left outside of the individual’s

list, have zero similarities with other topics.

The individual’s weight is inversely proportional to the number of subjects they

selected in the survey. This smoothes out the differences between topic weights imposed

by the selection sizes.

It is not difficult to see that the resulting topic-to-topic similarity matrix A = (a ij)
is positive semidefinite.

2.3 Finding overlapping clusters

The issue of determining of the subject clusters can be explicated as the well-known

problem of finding clusters, potentially overlapping, over similarity matrix A = (a ij).

We employ for this the data recovery approach described in [3] for the case of crisp

clustering and in [4] for the case of fuzzy clustering. Here we consider only the crisp

clustering case.
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Let us denote s = (si) a binary membership vector defining a subset of ACMC

topics S = {i : si = 1}. The one-cluster criterion to be optimized by the cluster S to

be found is expressed as:

g(S) = sT As/sT s = a(S)|S|. (1)

where a(S) is the average similarity aij within S and |S| the number of entities in S.

This criterion has a simple intuitive meaning as a compromise between too contradict-

ing criteria: (a) maximizing the within-cluster similarity and (b) maximizing the cluster

size. When squared, the criterion expresses the proportion of the data scatter, which is

taken into account by cluster S according to the data recovery model described in [3].

It should be pointed out that this criterion not only emerges in the data recovery

framework but it also fits into some other frameworks such as (i) maximum density

subgraphs [6] and (ii) spectral clustering [7].

ADDI-S algorithm starts from S = {i} where i is any topic i ∈ I , and, in this

way, produces a number of potentially overlapping or even coinciding locally optimal

clusters Si – these are considered then for selection according to their contribution

weights g(Si)
2 and the extent of their overlap with the other clusters. The intuition

behind this heuristic is that each of the locally optimal clusters is well separated from

the rest; therefore, a small number of them covering a major part of the data set is a

good representation of the similarities.

The algorithm iteratively finds an entity j 6∈ S by maximizing g(S±j) where S±j

stands for S + j if j 6∈ S or S − j if j ∈ S. It appears, for doing this one just needs to

compare the average similarity between j and S with the threshold π = a(S)/2. Obvi-
ously, the produced S is rather tight because each i ∈ S has a high degree of similarity

with S, greater than half of the average similarity within S, and simultaneously is well

separated from the rest, because for each entity j 6∈ S, its average similarity with S is

less than that.

2.4 Parsimonious lifting method

To generalise the main contents of a subject cluster, we translate it to higher layers of

the taxonomy by lifting it according to the principle: if all or almost all children of a

node belong to the cluster, then the node represents the cluster on a higher level of the

ACMC taxonomy. Such a lift can be done differently leading to different portrayals of

that on the ACMC tree. A cluster can fit quite well into the classification or not (see

Figure 2), depending on how much its topics are dispersed among the tree nodes.

The best possible fit would be when all topics in the subject cluster fall within a

parental node in such a way that all the siblings are covered and no gap occurs. The

parental tree node, in this case, can be considered as the head subject of the cluster.

A few gaps, that is, head subject’s children topics that are not included in the cluster,

although diminish the fit, still leave the head subject unchanged. A larger misfit occurs

when a cluster is dispersed among two or more head subjects. One more type of misfit

may emerge when almost all cluster topics fall within the same head subject node but

one or two of the topics offshoot to other parts of the classification tree (see Figure 3).
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Fig. 2. Two clusters of second-layer topics, presented with checked and diagonal lined boxes,

respectively. The check box cluster fits all within one first -level category (with one gap only),

whereas the diagonal line box cluster is dispersed among two categories on the right. The former

fits the classification well; the latter does not fit at all.

Topic in subject cluster

Gap

Head subject

Offshoot

Fig. 3. Three types of features of mapping of a subject cluster to the ontology.

Such offshoots, when persist at subject clusters in different organizations,may show

some tendencies in the development of the science, that the classification tree has not

taken into account yet. The total count of head subjects, gaps and offshoots, each type

weighted accordingly, can be used for scoring the extent of effort needed for lifting

a research grouping over classification tree as illustrated on Figure 4. The smaller the

score, the better the fit. When the topics under consideration relate to deeper levels of

classification, such as the third layer of ACMC, the scoring may allow some tradeoff

between different possibilities for lifting clusters to the head subjects. As illustrated

on Figure 4, the subject cluster of third-layer topics presented by checked boxes, can

be lifted to two head subjects as on (A) or, just one, the upper category on (B), with

the “cost” of three more gap nodes added, and one offshoot subtracted. Depending on

the relative weighting of gaps, offshoots and multiple head subjects, either lifting can

minimize the total misfit. In fact, the gaps and offshoots are determined by the head

subjects specified in a lift.

Altogether, the set of subject clusters, their head subjects, offshoots and gaps con-

stitutes what can be referred to as a profile of the organization in consideration. Such a

representation can be easily accessed and expressed as an aggregate. It can be further

elaborated by highlighting representation subjects in which the organization members

have been especially successful (i.e., publication in best journals, award or other recog-
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Head subject   1
Gap                 6
Offshoot          0

Head subject    2
Gap                  3
Offshoot          1

(A)

(B)

Total  2H+3G+1O

Total  1H+6G

Fig. 4. Tradeoff between different liftings of the same subject cluster: mapping (B) is better than

(A) if gaps are much cheaper than additional head subjects.

nition) or distinguished by another feature (i.e., industrial product or inclusion to a

teaching program).

Building a parsimonious lifting of a subject cluster can be achieved by recursively

building a parsimonious scenario for each node of the ACMC tree based on parsimo-

nious scenarios for its children. At each node of the tree, sets of head gain, gap and

offshoot events are to be determined and iteratively raised to the parents under each of

two different assumptions that specify the situation “above the parent” starting, in fact,

from the root.

One assumption is that the head subject is not at the parental node to the parent, but

is somewhere higher, and the second assumption is that it has been gained in the node

only. It is necessary to distinguish these two cases since, clearly, it is only meaningful

to consider the loss of a head subject at a node if it was inherited at that node; similarly,

it is only meaningful to consider the gain of a head if it was not inherited from above.

Consider the parent-children system as shown in Figure 5, with each node assigned

with sets of offshoot, gap and head gain events under the above two inheritance of head

subject assumptions.

Let us denote the total number of events under the inheritance and non-inheritance

assumptions by ei and en, respectively. A lifting result at a given node is defined by

a triplet of sets (H, G, O), representing the tree nodes at which events of head gains

and gaps, respectively, have occurred in the subtree rooted at the node. We use (Hn, Gn,

On) and (Hh, Gh, Oh) to denote lifting results under the inheritance and non-inheritance

assumptions, respectively. The algorithm computes parsimonious scenarios for parental

nodes according to the topology of the tree, proceeding from the leaves to the root in

the manner, which is, to some extent similar to that described in [5].
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Parent    Head   Gap  Off

Head S    Hh      Gh    Oh

Not HS    Hn      Gn     On

Not HS    Hn1   Gn1   On1

Head S    Hh1   Gh1   Oh1

Child1     Head  Gap   Off Child2      Head  Gap   Off

Not HS     Hn2    Gn2   On2

Head S     Hh2   Gh2   Oh2 Head S      Hh3   Gh3   Oh3

Not HS      Hn3   Gn3   On3

Child3       Head  Gap   Off

Fig. 5. Events in a parent-children system according to a parsimonious lifting scenario; HS and

Head S stand for Head subject.

3 An Example of Implementation

Let us describe how this approach can be implemented by using the data from a survey

conducted at the Department of Computer Science, Faculty of Science & Technology,

New University of Lisboa (DI-FCT-UNL). The survey involved 49 members of the

academic staff of the department.

For simplicity, we use only data of the second level of ACMC, each having a code

V.v where V=A,B,...,K, and v =1,..,mK, with mK being the number of second level top-

ics. Each member of the department supplied three ACMC topics most relevant to their

current research. These comprise altogether 26 of the 59 topics at the second level in

ACMC (we omit two subjects of the second level, General and Miscellaneous, occurred

in every first-level division as they do not contribute to the representation). The similar-

ity between two ACMC subjects, V.v and W.w, was defined as the number of members

of the department that work on both of them.

With the algorithm ADDI-S applied to the 26x26 similarity matrix, we get the fol-

lowing 6 clusters (each of them contributes more than 4% to the data scatter): Cl1 (con-

tribution 27.08%, intensity 2.17), 4 items: D3, F1, F3, F4; Cl2 (contribution 17.34%,

intensity 0.52), 12 items: C2, D1, D2, D3, D4, F3, F4, H2, H3, H5, I2, I6; Cl3 (contri-

bution 5.13%, intensity 1.33), 3 items: C1, C2, C3; Cl4 (contribution 4.42%, intensity

0.36) , 9 items: F4, G1, H2, I2, I3, I4, I5, I6, I7; Cl5 (contribution 4.03%, intensity

0.65), 5 items: E1, F2, H2, H3, H4; Cl6 (contribution 4.00%, intensity 0.64), 5 items:

C4, D1, D2, D4, K6. These clusters lifted in the ACMC are presented on Figure 6, in

which only those first-level categories that overlap them are shown.

One can see the following:

– The department covers, with a few gaps and offshoots, six head subjects shown on

the Figure using pentagons filled in by different patterns;

– The most contributing cluster, with the head subject F. Theory of computation,

comprises a very tight group of a few second level topics;

– The next contributing cluster has not one but two head subjects, D and H, and off-

shoots to every other head subject in the department, which shows that this cluster

currently is the structure underlying the unity of the department;
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– Moreover, the two head subjects of this cluster come on top of two other subject

clusters, each pertaining to just one of the head subjects, D. Software or H. Infor-

mation Systems. This means that the two-headed cluster signifies a new direction in

Computer Sciences, combining D and H into a single new direction, which seems

a feature of the current developments indeed; this should eventually get reflected in

an update of the ACM classification (probably by raising D.2 Software Engineering

to the level 1?);
– There are only three offshoots outside the department’s head subjects: E1. Data

structures from H. Information Systems, G1. Numerical Analysis from I. Comput-

ing Methodologies, and K6. Management of Computing and Information Systems

from D. Software. All three seem natural and should be reflected in the list of col-

lateral links between different parts of the classification tree.

CS

aaa
aaa

aaa
aaa

F1 F2 F3 F4

F

aaa
aaa

aaaaa
aaaaa
aaaaa
aaaaa

D1 D2 D3 D4

K6

D

aa
aa

E1

H1 H2 H3 H4 H5

H

G1

I1 I2 I3 I4 I5 I6 I7

C

C1 C2 C3 C4 C5

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

aaaaaaaaaaaaaaaaaa
aaaaaaaaaaaaaaaaaa

aaaaaaaaaaaaaaaaaa

Fig. 6. Six subject clusters in the DI-FCT-UNL represented over the ACMC ontology. Head sub-

jects are shown with differently patterned pentagons. Topic boxes shared by different clusters are

split-patterned.

4 Conclusion

We have shown that ACMC can be used as an ontology structure for representing CS

research activities. In principle, the approach can be extended to other areas of science

or engineering, provided that these areas have been systematized into comprehensive

ontologies or taxonomies. Potentially, this approach could lead to a useful instrument of

visually feasible comprehensive representation of developments in any field of human

activities prearranged as a hierarchy of relevant topics.
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Abstract. A logical formalism associating properties to space parcels in
so-called attribute formulas, is proposed. Properties are related through
the axioms of a taxonomy graph, and parcels through a partonomy graph.
Attributive formulas establish relations between parcels and properties,
and we use them to align different taxonomies, over a compatible parton-
omy, using Formal Concept Analysis. We discuss uncertainty in attribu-
tive formulas, which we extend in a possibilistic logic manner, including
two modalities: true everywhere in the parcel, or at least true somewhere.
Then, we discuss how our formalism can perform a possibilistic fusion
on attributive formulas originating from independent sources, based on
the aligned taxonomy. The issues may come from (a) the uncertainty of
sources, (b) the possible inconsistency of fusion results, (c) the use of dif-
ferent partonomies that may not explicit the somewhere or everywhere
reading associated to the information. Key words: spatial information,
ontology, uncertainty, possibilistic logic, fusion.
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1 Introduction

The management of multiple sources of information raises many fusion problems
due to the uncertainty and the heterogeneity: geographical information combines
all of them [3, 14, 1], one specific aspect being to deal with geo-located parcels

that are shareable by all sources. The “field model”: (x, y) → f(x, y), though
widely used in applications that involve imagery or gridded data, is much too
limited in situations that deal with non quantitative data, such as landscape
analysis. Spatial information may involve a mix of numeric and symbolic at-
tributes, using different vocabularies, from more or less structured, but never
unstructured, dictionaries. The sources may use different space partitions, and
there may exist several kinds of dependencies, then the spatial fusion must keep
consistent with all of them. After our informal discussion of this issue in [4], we
now provide a logical framework for handling spatial and ontological information.

The novelty is to handle the merging of spatial information in the general
setting of logical information fusion.
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Because both numeric and symbolic information may be pervaded by uncer-
tainty and imprecision [11], we must allow for “uncertain attributive formulas”,
to express that for any parcel of a given set, we know at some degree that a
property is true. We can also distinguish between what holds everywhere, or
only somewhere in a parcel. Hence, dealing with spatial data requires relatively
powerful representation languages [12]. Ontology is often used for represent-
ing structured vocabularies [9], and merging geospatial information must face
the problem of heterogeneous ontologies [7]. Therefore, terminology integration,
based on learning data, and information fusion, based on multiple space parti-
tions, are two classical steps in many geographical applications.

Following [18], we use a logical framework for processing ontologies, and
“attributive formulas” that link sets of parcels to set of properties. Only three
conditions are required: 1) a label can be a sub-label of another label, 2) a label
is the reunion of its sub-labels, 3) labels referring to the most specific classes
are mutually exclusive two by two. This representation language can express
both ontological information and attributive formulas. But spatial information
may vary in spatial extent even within a parcel. Indeed, we show that while
inheritance relations can safely be integrated by attributive formulas, termino-
logical mutual exclusion cannot, unless under an explicit and precise reading:
everywhere, or somewhere.

2 Geographic ontologies and attributive formulas

In geographic information we should distinguish the geo part, the info part, and
the association that links them (the what, the there and the is, of Quine[15]):

1) the (attributed) space: one space for all applications, but many different
ways to split it into parts. We limit our study to parcels that have a spatial extent,
and to the finite case where, after intersection, the most elementary parcels form
a finite partition of the space. This is often referred to as a partonomy structure.

2) the (attribute) properties: many property domains, more or less indepen-
dent, can serve different purposes. A taxonomy structure can represent a hierar-
chy of properties, reflecting a partial order. A consistent fusion of partial orders
may help to detect, and to remove errors when mixing such structures.

3) the attribution: in a complex observation process, associations are multiple
in general, and largely pervaded by uncertainty on both parcels and properties.

A similar, but informal approach was proposed in [13]: an ontology is sug-

gested building on three main concepts: (1) a partonomy of physical objects of

which the attributes represent most of the relevant information, (2) a simple tax-

onomy of informational objects, (3) a relation between the informational objects

and those physical objects they inform about. Hence the “relational model” is
more appropriate than the “field model”, to represent the property-parcel link.
There are two other basic links that the relational model can satisfactory encode:
property-property (from the knowledge encoded in a property taxonomy), and
parcel-parcel (from a partonomy).
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Handling fusion requires further combination. Let { 〈set of nodes〉,⊆} be a
poset : nodes are concepts, and edges are specialization/subsumption relations.
Let L a propositional logic language built on a vocabulary V with the usual
connectives: ∧, ∨, →.

Definition 1 (poset definition of an ontology). An ontology is a directed

acyclic graph (dag) G = (X,U). X ⊆ L is a set of formulas (one per concept);

U is a set of directed arcs (ϕ,ψ) denoting that ϕ is a subclass of ψ.

An ontology admits one single source, ⊥, and one single sink ⊤.

Definition 2 (leaves and levels in an ontology). Levels are defined induc-

tively: L0 is the set of formulas that have no predecessor: (⊥, ϕ) ∈ U , called

leaves, Li is the set of formulas that have no predecessor in G \ (L0 ∪ . . . Li−1),
etc. Let Γ+(x) and Γ−(x) be the set of successors and predecessors of x.

Moreover, we impose: (a) G: to be a lattice, (b) all the sub-classes of a class:
to appear in the ontology, (c) all the leaves: to be mutually exclusive two by two.

Proposition 1. Providing that:

(1) we add the appropriate formulas and arcs that turn a dag into a lattice;

(2) we add to each not-leave formula ϕ, a sub-formula “other elements of ϕ”;

(3) we split leaves, wherever necessary, to make them mutually exclusive;

then, we can insure conditions (a), (b) and (c), because the operations (1), (2)

and (3) can always be done in the finite case.

Hence, an ontology will be encoded in the following way.

Definition 3 (logical encoding of an ontology). Any dag G = (X,U) rep-

resenting an ontology can be associated to a set LG of formulas that hold:
1. ∀(ϕ,ψ) ∈ U , it holds that ϕ→ ψ.

2. ∀ϕ ∈ X \ {L1 ∪ L0}, it holds that ϕ→
∨
ϕi∈Γ−(ϕ)

ϕi.

3. ∀ϕ,ψ ∈ L1, it holds that ϕ ∧ ψ → ⊥.

4. ∀(ϕ,ψ) ∈ X ×X, s.t. ϕ ⊢ ψ, it exists a directed path from ϕ to ψ in G.

Rule 1 expresses that an inclusion relation holds between two classes, 2 is a
kind of closed world assumption version of property (b), 3 expresses property
(c), 4 expresses completeness, as follows: if all the inclusion relations are known
in the ontology, hence all corresponding paths must exist in G. From this, it
follows that: ∀ϕ ∈ X, ϕ→

∧
ϕi∈Γ+(ϕ)

ϕi. and ∀ϕ ∈ X, ϕ→ ⊤.

Proposition 2. Given any pair of formulas (ϕ,ψ) ∈ X×X, the logical encoding

of the ontology G = (X,U) allows us to decide if {ϕ ∧ ψ} ∪ LG is consistent or

not; and if ϕ ∪ LG ⊢ ψ or not.

This formalization of an ontology [16] can be applied to parcels, to provide
a partonomy, and to properties to provide a taxonomy. Their leaves are named
respectively partons, and taxons. Since we need binary links, our language is
built on ordered pairs of formulas of Li×Ls, here denoted (ϕ, p). Such formulas
should be understood as formulas of Li reified by association with a set of parcels
described by a formula of Ls. In other words, to each formula is attached a set
of parcels, where this formula applies.
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Definition 4 (attributive formula). An attributive formula f , denoted by a

pair (ϕ, p), is a propositional language formula based on the vocabulary Vi ∪ Vs

where the logical equivalence f ≡ ¬p ∨ ϕ holds and p contains only variables of

the vocabulary Vs (p ∈ Ls) and ϕ contains only variables of Vi (ϕ ∈ Li).

The intuitive meaning of (ϕ, p) is: for the set of elementary parcels that sat-

isfy p, the formula ϕ is true. Observe that there exist formulas built on the
vocabulary Vi ∪ Vs which cannot be put under the attributive form, e.g., a ∧ p1

where a is a literal of Vi and p1 a literal of Vs. The introduction of connectives
∧, ∨ and ¬ does make sense, since any pair (ϕ, p) is a classical formula. From the
above definition of (ϕ, p) as being equivalent to ¬p ∨ ϕ, several inference rules
straightforwardly follow from classical logic:

Proposition 3 (inference rules on attributive formulas).
1. (¬ϕ ∨ ϕ′, p), (ϕ ∨ ϕ′′, p′) ⊢ (ϕ′ ∨ ϕ′′, p ∧ p′)
2. (ϕ, p), (ϕ′, p) ⊢ (ϕ ∧ ϕ′, p); 3. (ϕ, p), (ϕ, p′) ⊢ (ϕ, p ∨ p′)
4. if p′ ⊢ p then (ϕ, p) ⊢ (ϕ, p′); 5. if ϕ ⊢ ϕ′ then (ϕ, p) ⊢ (ϕ′, p)

¿From these rules, we can deduce the converse of 2: (ϕ ∧ ϕ′, p) ⊢ (ϕ, p), (ϕ′, p)
and that (ϕ, p), (ψ, p′) ⊢ (ϕ ∨ ψ, p ∨ p′) and (ϕ, p), (ψ, p′) ⊢ (ϕ ∧ ψ, p ∧ p′).

Remark: the reification allows us to keep inconsistency local.

3 Fusion of properties as an ontology alignment problem

The vocabulary is often insufficient for describing taxons in a non-ambiguous
way. Conversely there may be no proper set of parcels that uniquely satisfies a
given set of properties. Therefore, only many-to-many relationships are really
useful for representing geographic information. Then, between the parcels of a
given subset Pi of the partonomy, and the properties of a given list Lj excerpted
from the taxonomy, we need classically to build three relations:
- Rs that distributes the subset Pi over its parcels;
- Rp that distributes the subset Lj over its properties;
- Ra made of the attributive formulas: pairs from Rs ×Rp (learning samples).

Formal Concept Analysis (FCA [17, 10]) uses Ra to build a Galois lattice,
with all the pairs (extension, intention), named concepts, whose components are
referring to each other bi-univoquely. A partonomy of parcels, and a taxonomy of
properties, can be computed by FCA, from a specific Ra. More interesting is to
discover if some additional knowledge emerges from the fusion of two information
sources: (Rs1 ,Rp1 ,Ra1

) and (Rs2 ,Rp2 ,Ra2
). The fusion of partonomies is easy, if

we can neglect data matching issues: the geometric intersections between parcels
of Rs1 and Rs2 , become leaves of the fusion Rs. The fusion of taxonomies is more
difficult: an important literature (semantic web, etc.) converges now to the notion
of ontology alignment [8]. We distinguish: (a) the concatenation Ra = Ra1

+Ra2
,

(b) the structural alignment that identifies candidate concepts for attributive
formulas, and their partial order (FCA); (c) the labeling of concepts, either from
T1 or T2, or by coupling (sign &) concepts from both; (d) the decision to keep
or discard these candidate nodes, according to one or several criteria.
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In land cover analysis, when experts from two disciplines build a domain
ontology that reflects their respective knowledge, often it results in concurrent
taxonomies, as in Fig.1: taxonomy T1 seems broader than taxonomy T2, which
focuses on moorlands, and T1 accepts multi-heritage, while T2 doesn’t.

Fig. 1. an example of two taxonomies

One approach -“mutual exclusion”- is to concatenate the taxonomies, un-
der the assumption that they are disjoint, and that only one label is allowed,
from whatever vocabulary: it is the smallest one, but isn’t practicable, e.g.:
agriculture and herbaceous aren’t necessarily exclusive. Another approach -
“cross-product”- is to consider as equally possible, every couple of labels com-
patible with both original partial orders: it doesn’t impose anything, hence, it
doesn’t provide any new information.

Better solution -“aligned taxonomy”- : to use the relation Ra, built for each
p, by concatenating all the attributive formulas (ϕ1

i, p) on T1, with all (ϕ2

i, p)
on T2 for the same p. A regular FCA algorithm can compute Fig. 2: this more in-
formative solution filters only the concepts that fit with the actual observations,
i.e.: the original nodes plus only 4 new cross-product nodes.

Fig. 2. corresponding aligned taxonomy (solution 3).
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4 Representing uncertain geographical information

When uncertainty takes place, attribute values of objects may become ill-known,
and should be represented by distributions over possible values:
-In a relational database, the distributions are defined on attribute domains.
-In formal concept analysis only boolean values can refer to the fact that the
object has, or not, the property.
-In the logical language, formulas are associated to certainty levels that together
define constraints on underlying distributions over interpretations. It allows to
represent disjunctions, and that some alternatives are more likely than others.

We want also to detail the behaviour of a property within a parcel that has
a spatial extent: it can apply either to the whole parcel, or only to a sub-part.

Our attributive language is extended in a possibilistic logic manner, by al-
lowing uncertainty on properties. Let us recall that a standard propositional
possibilistic formula [5] is a pair made of a logical proposition (Boolean), associ-
ated with a certainty level. The semantic counterpart of a possibilistic formula
(ϕ, α) is a constraint N(ϕ) ≥ α expressing that α is a lower bound on the ne-
cessity measure N [6] of logical formula ϕ. Possibilistic logic has been proved to
be sound and complete with respect to a semantics expressed in terms of the
greatest possibility distribution π underlying N (N(ϕ) = 1 − supω|=¬ϕ π(ω)).
This distribution rank-orders interpretations according to their plausibility [5].

Note that a possibilistic formula (ϕ, α) can be viewed at the meta level as
being only true or false, since either N(ϕ) ≥ α or N(ϕ) < α. This allows us
to introduce possibilistic formula instead of propositional formula inside our
attributive pair, and leads to the following definition.

Definition 5 (uncertain attributive formula). An uncertain attributive
formula is a pair ((ϕ, α), p) meaning that for the set of elementary parcels that

satisfy p, the formula ϕ is certain at least at level α.

The inference rules of possibilistic logic [5] straightforwardly extend into the
following rules for reasoning with uncertain attributive formulas:

Proposition 4 (inference rules on uncertain attributive formulas).
1. ((¬ϕ ∨ ϕ′, α), p), ((ϕ ∨ ϕ′′, β), p′) ⊢ ((ϕ′ ∨ ϕ′′,min(α, β)), p ∧ p′)
2. ((ϕ, α), p), ((ϕ′, β), p) ⊢ ((ϕ ∧ ϕ′,min(α, β)), p)
3.A. ((ϕ, α), p), ((ϕ, β), p′) ⊢ ((ϕ,min(α, β)), p ∨ p′)
3.B. ((ϕ, α), p), ((ϕ, β), p′) ⊢ ((ϕ,max(α, β)), p ∧ p′)
4. if p ⊢ p′ then ((ϕ, α), p′) ⊢ ((ϕ, α), p); 5. if ϕ ⊢ ϕ′ then ((ϕ, α), p) ⊢ ((ϕ′, α), p)

Rules 3.A-B correspond to the fact that either i) we locate ourselves in the
parcels that satisfy both p and p′, and then the certainty level of ϕ can reach
the maximal upper bound of the certainty levels known in p or in p′, or ii) we
consider any parcel in the union of the models of p and p′ and then the certainty
level is only guaranteed to be greater than the minimum of α and β.

Still, attributive information itself may have two different intended meanings,
namely when stating (ϕ, p) one may want to express that:
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– everywhere in each parcel satisfying p, ϕ holds as true, denoted by (ϕ, p, e).
Then, for instance, (Agriculture, p, e) cannot be consistent with (Forest, p, e)
since “Agriculture” and “Forest” are mutually exclusive in taxonomy 1.

– somewhere in each parcel satisfying p, ϕ holds as true, denoted by (ϕ, p, s).
Then, replacing e by s in this example is no longer inconsistent, since in each
parcel there may exist “Agricultural” parts and “Forest” parts.

Note that these two meanings differ from the case where two exclusive labels
such as “Water” and “Grass” might be attributed to the same parcel because
they are intimately mixed, as in a “Swamp”. This latter case should be handled
by adding a new appropriate label in the ontology.

More formally, for a given parcel p in the partonomy, if p is:
-not a leave, (ϕ, p, s) means: ∀p′, p′ ⊢ p, (ϕ, p′, s) holds;
-a leave, but made of parts o, (ϕ, p, s) means that ∃o ∈ p, ϕ(o).

Thus, it is clear that inference rules that hold for “everywhere”, not necessar-
ily hold for “somewhere”. Indeed, the rule 2.2 (ϕ, p), (ψ, p) ⊢ (ϕ∧ψ, p) is no longer
valid since ∃o ∈ p, ϕ(o) and ∃o′ ∈ p, ψ(o′) doesn’t entail ∃o′′ ∈ p, ϕ(o′′) ∧ ψ(o′′).
More generally, here are the rules that hold for the “somewhere” reading:

Proposition 5 (inference rules on attributive formulas).
1’. (¬ϕ ∨ ϕ′, p ∧ p′, e), (ϕ ∨ ϕ′′, p′, s) ⊢ (ϕ′ ∨ ϕ′′, p ∧ p′, s)
2’. (ϕ, p, s), (ϕ′, p, e) ⊢ (ϕ ∧ ϕ′, p, s); 3’. (ϕ, p, s), (ϕ, p′, s) ⊢ (ϕ, p ∨ p′, s)
4’. if p′ ⊢ p then (ϕ, p, s) ⊢ (ϕ, p′, s); 5’. if ϕ ⊢ ϕ′ then (ϕ, p, s) ⊢ (ϕ′, p, s)

where (ϕ, p, s) stands ∀p′, p′ ⊢ p ∃o ∈ p′, ϕ(o), and (ϕ, p, e) for ∀o ∈ p, ϕ(o).
Moreover, between “somewhere” and “everywhere” formulas, we have:

6’. ¬(ϕ, p,s) ≡ (¬ϕ, p,e)

Taxonomy information and attributive information should be handled sep-

arately, because they refer to different types of information, and, more impor-

tantly, because taxonomy distinctions expressed by mutual exclusiveness of tax-
ons do not mean that they cannot be simultaneously true in a given area: the
taxonomy-formula (a↔ ¬b), with a, b ∈ Vi coming from the same taxonomy, dif-
fers from the attributive-formula (a↔ ¬b,⊤), applied to every parcel (with the
everywhere reading), since it may happen that for a parcel p, we have (a, p)∧(b, p)
(with a somewhere reading). The latter may mean that p contains at least two
distinct parts, and that ∃o ∈ p, ϕ(o) ∧ ∃o′ ∈ p, ψ(o′).

However, subsumption properties can be added to attributive formulas with-
out any problem. Indeed ϕ ⊢ ψ means ∀o, ϕ(o) → ψ(o), and if we have (ϕ, p),
implicitly meaning that ∃o ∈ p, ϕ(o), then we obtain ∃o ∈ p, ψ(o), i.e., (ψ, p).
Thus we can write the subsumption property as (ϕ→ ψ,⊤).

5 Conclusion

Fusing consistent knowledge bases merely amounts to apply logical inference to
the union of the knowledge bases. In presence of inconsistency, another combi-
nation process should be defined and used.
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Possibilistic information fusion easily extends to attributive formulas: each
given (ϕ, p) is equivalent to the conjunction of the (ϕ, pi), on the leaves of the
partonomy, such that pi |= p. We can always refine two finite partonomies by
taking the non-empty intersection of pairs of leaves, and possibilistic fusion takes
place for each pi. Clearly, we have four possible logical readings of two labels a
and b associated with an area covered by two elementary parcels p1 and p2:

i. (a ∧ b, p1 ∨ p2): means that both a and b apply to each of p1 and p2.
ii. (a ∧ b, p1) ∨ (a ∧ b, p2): both a and b apply to p1 or both apply to p2.
iii. (a ∨ b, p1 ∨ p2): a applies to each of p1, p2 or b applies to each of p1, p2.
iii. (a ∨ b, p1) ∨ (a ∨ b, p2): we don’t know what of a or b applies to what

of p1 or p2. This may be particularized by excluding that a label apply to both
parcels: ¬(a, p1 ∨ p2) ∧ ¬(b, p1 ∨ p2).

When a and b are mutually exclusive the everywhere meaning is impossible
(if we admit that sources provide consistent information).

Another ambiguity is about if the “closed world assumption” (CWA) holds,
e.g.: if a source says that pi contains Conifer and Agriculture, does it exclude that
pi would also contain Marsh ? It would be indeed excluded under CWA. Also,
CWA may help to induce “everywhere” from “somewhere” information. Indeed,
if we know that all formulas attached to p are ϕ1, . . . ϕn with a somewhere
meaning: (ϕ1, p, s)∧ . . .∧(ϕn, p, s)), then CWA entails that if there were another
ψ that holds somewhere in p, it would have been already said, hence we can jump
to the conclusion that (

∨
i=1,n ϕi, p, e).

Our logical framework also allows a possibilistic handling of uncertainty, and
then a variety of combination operations, which may depend on the level of
conflict between the sources, or on their relative priority [2], can be encoded.

After having identified representational needs (references to ontologies, uncer-
tainty) when dealing with spatial information and restating ontology alignement
procedures, a general logical setting has been proposed. This setting offers a
non-ambiguous representation, propagates uncertainty in a possibilistic manner,
and provides also the basis for handling multiple source information fusion.

As discussed along the paper, the handling of spatial information raises gen-
eral problems, such as the representation of uncertainty or the use of the closed
world assumption, as well as specific spatial problems. A particular representa-
tion issue is related to the need of “localizing” properties. First, this requires
the use of two vocabularies referring respectively to parcels and to properties.
Moreover, we have seen that it is often important to explicitly distinguish be-
tween the cases where a property holds everywhere or somewhere into a parcel:
we have detailed this for fusion purpose, it may be present also when learning
the taxonomy alignment (further research).
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Abstract. The basic principle of the Semantic Web carried by the RDF

data model is that many RDF statements coexist all together and are uni-
versally true. However, some case studies imply contextual relevancy and
truth - this is well known in the Conceptual Graph community and han-
dled through the notion of contexts. In this paper, we present an approach
and a tool for semantic annotation of textual data using graph contexts.
We rely on both Natural Language Processing and Semantic Web tech-
nologies and propose a model of RDF contexts inspired by the nested Con-
ceptual Graphs. Sentences are primarily analysed and their grammatical
constituents (subject, verb, object) are extracted and mapped to RDF

triples. Links between these triples are then established within a seman-
tic scope (i.e., context). The context definition allows us to validate the
generated annotations by disambiguating the misleading RDF triples. We
show how far our approach is applicable to texts in Engineering Design.

1 Introduction

The semantic annotation of texts consists in extracting semantic relations be-
tween domain relevant terms in texts. Several studies address the problem of cap-
turing complex relations from texts - more complex relations than subsumption

relations between terms identified as domain concepts. They combine statistical
and linguistic analyses. The main applications are in the biomedical domain [1]
by relating genes, proteins, and diseases. Basically, these approaches consist of
the detection of new relations between domain terms; whereas in the seman-
tic annotation generation, we aim to identify existing relations, belonging to
the domain ontology, within instances in texts and to complete them with the
description of the domain concepts related by these identified relations.

The core issue of the methodology we propose stands in the mapping between
grammatical elements of each sentence in the analysed text and the correspond-
ing entities in the dedicated-domain ontology. We base upon the MeatAnnot
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approach previously designed to support text mining and information retrieval
in the biological domain [2]. It consists of: (i) the detection of relations described
in a biomedical ontology, (ii) the detection of terms linked by the identified re-
lations based on term linguistic roles (subject, object, etc.) in the sentence, and
(iii) the generation of a corresponding annotation of the analysed biomedical
text. We generalize this approach (a) by handling any domain ontology associ-
ated to the text to analyse: we do not restrict to the biomedical ontology and
rather propose a domain independent approach; (b) by distinguishing between
the ontological level and the instance level when linking a term in the text to
the ontology: a term is identified to an instance of a concept rather than to
the concept itself; (c) by enriching the extracted instances of conceptual rela-
tions with contextual knowledge. We rely upon the Corese3 semantic search
engine [3] which implements the RDF [4] graph-based knowledge representation
language and the SPARQL query language [5]. Moreover, Corese was extended to
handle RDF contextual metadata, hereafter called contexts.

SPARQL is provided with query patterns on named graphs enabling to choose
the RDF dataset against which a query is executed. This is a first step to handle
contextual metadata. A named graph can be used to limit the scope of an RDF

statement to the context in which it is relevant to query it. Furthermore, by
naming contextualized RDF graphs, they can be themselves associated with RDF

metadata, enabling querying on several “levels” of (meta-)annotations. This is
close to the notion of nested graphs in the Conceptual Graphs model [6]. We
base upon a feature proposed in [7] to declare RDF sources and we use it to
handle named RDF graphs representing different contexts. Corese is provided
with two RDF/SPARQL design patterns and SPARQL extensions to represent and
query contexts. A first pattern is dedicated to the handling of a hierarchical
organization of RDF graphs which can represent inclusions of contexts [8]. The
second pattern is described in this paper and addresses the problem of querying
for the contextual relations holding between recursively nested contexts. We
take advantage of these Corese features to make explicit the rhetorical relations
contained in texts and represent them in the semantic annotations as relations
between RDF graph contexts. The methodology we present is implemented and
applied to the Engineering Design domain within the framework of the European
project SevenPro [9].

This paper is organised as follows. We give in section 2 the Natural Language
Processing (NLP) technique we use to annotate a given text with RDF triples by
relating terms occurring in the text. We introduce in section 3 the Corese de-
sign pattern we use to represent and handle nested contexts. We show how we
use it to enrich our primary text annotations. We explain how these contextual-
ized annotations provide further information retrieval capabilities when applied
to Engineering Design domain. Related work is discussed in section 4. Finally,
concluding remarks are provided in section 5.

3 http://www.inria.fr/acacia/soft/corese
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2 NLP-Driven Semantic Annotation of Texts

Extraction of relations from texts We use the RASP [10] parser for English
texts in order to extract NLP relations (i.e., verb) and their arguments (i.e.,
subject, object). The RASP parser is in charge of assigning a grammatical category
to each word by constructing a syntactical tree of each sentence of the text. For
example, let us consider the following simple sentence S as our running example
throughout this paper:

S: The L1 luggage compartment contains 100cc.

Hence, we give a simplified RASP syntax tree in Table 1. The sentence S consists
of: (1) noun phrase NP, on the left branch of the syntactical tree, which represent
the subject subj: determiner and two modifiers; and (2) verbal phrase VP, on
the right hand side, constituted of the main verb and the direct object dobj.

Table 1. Simplified RASP syntax tree for the running example sentence S

S

NP (subj)

88pppppppppppp

VP (verb + dobj)

hhPPPPPPPPPPPPPP

NP((det + mod) + mod)

66mmmmmmmmmmmm

The L1

OO

luggage

hhQQQQQQQQQQQQ

compartment

]]<
<
<
<
<
<
<
<
<
<
<
<
<
<
<
<
<

contain + s

OO

100cc

^^<
<
<
<
<
<
<
<
<
<
<
<
<
<
<
<
<

Mapping of grammatical constituents to RDF triples Let us show on
the running example the correspondence between a sentence and its translation
to an RDF graph triple. Provided that the domain ontology conveys the follow-
ing knowledge (as it is the case of the ontology we have built for the SevenPro

project): a Luggage compartment is part of a Car; a Luggage compartment

is related to a Capacity; property contain has for rdfs:domain Car parts
(i.e., Luggage compartment, Door, etc.); property contain has for rdfs:range
a Capacity unit. We can state that the triple L1, contain, 100cc is a valid
instance of property contain and we add it to the text annotation set. The
RDF/XML syntax of this statement is given in Table 2 (the spro namespace iden-
tifies the SevenPro ontology).

From simple- to complex-sentence semantic annotation We showed
above how we generate RDF annotations for simple sentences with grammati-
cal patterns subject, verb, object, hereafter called S − V − O (some possible
ambiguity conveyed by the textual material put aside). Here we discuss the
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Table 2. From RASP output to RDF triples

The L1 luggage compartment contains 100cc.

RASP syntactic tree analysis RDF annotation

<spro:Luggage_compartment rdf:about="#L1">

("S" <spro:contain>
("NP" ("NP" "The" "L1") "luggage" "compartment") <spro:Capacity rdf:about="#100cc" />

("VP" "contain::s" ("NP" "100cc")) </spro:contain>
".") </spro:Luggage_compartment>

handling of more complex sentences and the annotations which we generate. In
addition to the S − V − O (sentence in active form) and O − V − S (sentence in
passive form) grammatical patterns, we correctly parse and annotate sentences
with subordinate phrases when these phrases are “independent” from the main
sentence.

However, for other complex sentences, the semantics of the connection be-
tween the subordinate and the main sentence is not so simple and cannot be cap-
tured in RDF –which is limited to the representation of conjunctive knowledge.
It is, for instance, the case of disjunctive sentences where alternative statements
co-exist in implicit different contexts. It is also the case when rhetorical relations
play a key role in the sentences to be annotated, like the following one including
a conditional premise: “If the car C3 has part door D4, then the 100cc are con-

tained in the L1 luggage compartment.”, or this other one containing a causal
premise: “The L1 luggage compartment capacity contains 100cc because the car

C3 has part door D4.”. In some applications, it constitutes a major problem and
may lead to a deadlock issue when querying the RDF graph with SPARQL. Hence,
we define the so-called RDF graph context, with recursive capability, in order to
tackle the current expressiveness capability lack.

3 Extension of SPARQL to Handle Contextual Relations

and Nested Contexts

3.1 RDF graph context definition

The SPARQL query language [5] offers capabilities for querying by graph patterns.
The retrieval of solutions (i.e., RDF triple sets) is based on graph pattern match-
ing, close to Conceptual graphs (CG) projection. A SPARQL query is executed
against an RDF dataset which represents a collection of graphs. The SPARQL key-
word GRAPH is used as primitive to match patterns against named graphs in the
query of the RDF dataset, as shown hereafter:

1. SELECT * WHERE {

2. GRAPH ?s1 {?x c:prop ?y}
3. }

In line 2 of this example, we can state that the pattern graph ?s1 {?x c :

prop ?y} is named as graph ?s1. It can provide a URI to select one graph or
use a variable which will range over the URIs of named graphs in the dataset. A
complementary feature is proposed in [7] and implemented in Corese to declare
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RDF sources. For instance, We can define the source of the graph, as in line
1 below cos : graph = ”http : //www.sevenpro.org/car/ctx1”, for the following
RDF triples corresponding to the sentence with subordinate: “The L1 luggage

compartment, that contains 100cc, is separated from tailgate T2.”. This graph
source is used as the context ctx1 for these triples within SevenPro car domain.

1. cos:graph="http://www.sevenpro.org/car/ctx1"

2. {
3. spro:#T2 spro:separate spro:#L1
4. spro:#L1 spro:contain spro:#100cc

5. }

In RDF/XML syntax, the first triple in line 3 above can be written extensively as:

<spro:Tailgate rdf:about="#T2" cos:graph="http://www.sevenpro.org/car/ctx1" >

<spro:separate>
<spro:Luggage_compartment rdf:about="#L1">

</spro:separate>
</spro:Tailgate>

We use the SPARQL GRAPH primitive to handle RDF named graphs repre-
senting different contexts within which alternative metadata can be described.
Furtehrmore, we provide an extension of SPARQL to query for contextual rela-
tions holding between recursively nested contexts. Once contextual knowledge is
represented into RDF named graphs identified by URIs and queried with GRAPH

query patterns, these graphs can themselves be described into other separate
named graphs. This process of meta-annotating named graphs identifying con-
texts leads to a recursive nesting of contexts –contexts nested one into another.
This is of prime interest for use cases where context graphs are annotated with
rhetorical or temporal relations. The unstacking of contexts should make explicit
the progress in which nested graphs are involved.

We propose an extension of SPARQL with a REC GRAPH keyword whose gram-
mar rule is similar to the standard SPARQL GRAPH one. The following query en-
ables to retrieve the triples from nested graphs related to a given contextual rela-
tion c_Rel. Moreover, all sub-properties of c_Rel –following rdfs:subPropertyOf

subsumption relations having c_Rel as value in the RDFS ontology– are matched
with the SPARQL query.

SELECT * WHERE {
REC GRAPH ?s {?gr1 c_Rel ?gr2} .

}

In addition, when the property is not specified, e.g., a variable ?p replacing
c_Rel, Corese retrieves the RDF triples having any property (cf. details in [11]).

3.2 Application example to Engineering design domain

We have used Corese Graph context capabilities within Sevenpro textual corpus
in Engineering Design and the subsequent spro ontology. We show the practical
use of the contexts for giving additional metadata with a sentence of the form:
If [C1] then [C2], unless [C3]. Then, we show how to improve the SPARQL

triple set results with corresponding context-augmented SPARQL queries. We
comment the RDF graph context representation, we justify the SPARQL queries,
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followed by a presentation of the possible RDF triple results. Moreover, in the
sentence depicted in Table 3, we show the use of nested contexts. In the second
column of Table 3, we describe the corresponding RDF triples for the sentence aug-
mented with RDF graph contexts g1 to g3. The third column describes how these
graphs are defined as URI resources (with rdf:Description syntax) and nested
within nesting graphs c1 and c2 through the domain relations spro:then and
spro:unless. In so doing, we are able to query, with context-augmented SPARQL

language using the keyword REC GRAPH. Then, Corese matches the triples in the
RDF graph corresponding to triples matching the contextual relations spro:then
and spro:unless. We extensively obtain the triples shown in column three of
Table 3, (lines 3 to 5 in the result part), alongside with the contextual relations
spro:then and spro:unless (first two lines in the result part). We show the
context-augmented triple results compared to the mere results which we query
with standard SPARQL without contexts.

Table 3. Result analysis example in Engineering design domain

Sentence RDF triple with context Context relation

If the vehicle V2 ctx:g1 {
satisfies the <spro:Vehicle rdf:about="#V2"> ctx:c1 {

requirement R1, <spro:satisfy> <rdf:Description rdf:about="&ctx;g1">
then inlet headliner <spro:Requirement rdf:about="#R1"/> <spro:then rdf:resource="&ctx;g2"/>

H3 should be lifted </spro:satisfy> </rdf:Description>
by metal bar B4, </spro:Vehicle> }

unless H3 is in }
position P5. ctx:g2 {

<spro:Bar rdf:about="#B4"> ctx:c2 {

<spro:lift> <rdf:Description rdf:about="&ctx;c1">
<spro:Headliner rdf:about="#H3"/> <spro:unless rdf:resource="&ctx;g3"/>

</spro:lift> </rdf:Description>
</spro:Bar> }
}

ctx:g3 {
<spro:Headliner rdf:about="#H3">

<spro:hasPosition>
<spro:Position rdf:about="#P5"/>

</spro:hasPosition>
</spro:/Headliner>
}

SPARQL query Context-augmented SPARQL query

SELECT * SELECT ?g ?x ?p ?y
WHERE {?x ?p ?y} WHERE {

REC GRAPH c2 {?w ?q ?z} }

Triple results of SPARQL query Context-augmented triple results

#V2 spro:satisfy #R1 1. ctx:c1 ctx:g1 spro:then ctx:g2

#B4 spro:lift #H3 2. ctx:c2 ctx:c1 spro:unless ctx:g3
#H3 hasPosition #P5 3. ctx:g1 #V2 spro:satisfy #R1

4. ctx:g2 #B4 spro:lift #H3

5. ctx:g3 #H3 hasPosition #P5

The named graphs in the sentence of Table 3 are nested as it is shown in
Fig. 1. They are organised in the hierarchy of contexts: [c1] : [g1]then[g2];
[c2] : [c1]unless[g3]. Hence, we can relate the RDF triple “a p b” to “c q d”
by traversing the hierarchy of Fig. 1. In so doing, the semantics of the example
sentence is fully captured with annotation capability of nested graph contexts.
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a p b

then

c q d

unless

g1
g2

g3

c1
c2

Fig. 1. In Table 3 sentence: g1 and g2 are nested in c1, which is nested, with g3, in c2.

4 Discussion and Related Work

The mechanism introduced by RDF graph contexts is powerful enough to rep-
resent a variety of NL expressions. First, with the RDF context expressiveness,
we can represent the logical disjunction or, the negation not as RDF graph con-
texts. Moreover, we can describe the modal primitives can, may, as in: The

headliner may be projected beyond the vertical of the external surface. There are
a number of other relations which we can model: temporal (i.e., after, mean-

while, etc), spatial (i.e., below, behind, etc.), comparative (i.e., more... than,
etc.). Presently, we fail to model the correct annotations of sentences having
an ambiguous subject/object constituents. Moreover, a variant in the exam-
ple sentence raises the still-open problem of anaphora resolution in NLP. The

inlet headliner H1 should be lifted by metal bar B2 [. . . ] unless it is in position

P5; where the pronoun it represents H1.
In the Semantic Web domain, the work of [12] addresses the problem of

provenance and trust on the web and proposes an extension of RDF to handle
RDF graphs named by URIs, enabling RDF statements describing RDF graphs. The
notion of context is used in [13] to separate statements that refer to different
contextual information. They describe a practical solution to explicitly tie con-
textual information to RDF statements. They identify SPARQL as the query lan-
guage satisfying their requirements with its patterns on named graphs, however
they do not propose any extension of RDF or SPARQL representation paradigms.

5 Conclusion and Future Work

The objective of this paper is twofold: (i) to show how we generate accurate RDF
triples from texts using NLP techniques, and (ii) to augment the semantic annota-
tion generation with RDF graph context metadata in order to catch the semantics
of the analysed texts, and consequently to enhance the retrieval capabilities. Lin-
guistic analysis is used to suggest appropriate annotations to the text. The text
analysis process strongly depends on the background knowledge (i.e. ontologies,
terminology, etc.) of the analysed domain. The more precise ontologies and re-
lated terminology - list of domain terms, e.g. car manufacturer names, etc. -,
the more significant the extracted annotations are. We have started to generate
RDF annotation triples from simple (S − V − O) sentences. Then, a number of
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features were designed to generate more complex annotations, e.g., sentences
containing subordinate phrases. Based upon the context graph capability, we
have shown new capabilities of high usefulness in the query of the graph by us-
ing named graphs and nested contexts. The RDF graph context paradigm can be
used recursively. Hence, the text annotation allows us to produce the accurate
corresponding semantic annotation. Finally, our approach is domain indepen-
dent. The analysis process remain the same provided that ontologies have been
adapted according to the text domain.

In the future, we aim at developing more complex sentence analysis follow-
ing the rhetorical relations studied in RST [14] based on the RDF graph context
expressiveness. In so doing, a more precise evaluation can be conducted.
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Abstract. Our paper introduces well-known methods for compressing
formal context and focuses on concept lattices and attribute implication
base changes of compressed formal contexts. In this paper Singular Value
Decomposition and Non-negative Matrix Factorisation methods for com-
pressing formal context are discussed. Computing concept lattices from
reduced formal contexts results in a smaller number of concepts (with
respect to the original lattice). Similarly, we present results of experi-
ments in which we show a way to control smoothly the size of generated
Guigues-Duquenne bases and provide some noise resistance for the basis
construction process.

1 Introduction

In this paper we are dealing with approaches to obtain concept lattices and
attribute implication bases from binary data tables using methods of matrix
decomposition. Matrix decomposition methods are well-known in the area of
information retrieval under the name Latent Semantic Indexing (LSI) or Latent
Semantic Analysis (LSA) ([1]). LSI and LSA have been used for discovery of
latent dependencies between terms (or documents). We would like to apply this
approach in the area of formal concept analysis (FCA). The goal is to minimise
input data before construction of the concept lattices and implication bases,
which will result in reduced computational time.

Bases of attribute implications are an interesting form of knowledge extrac-
tion, because they are human-readable, convey all information from the data
source, and still are as small as possible. Since they are in the basic form very
exact, they are also vulnerable to noise in the data and we have almost no con-
trol over the resulting number of implications in the bases. Reducing the data
to a lower dimension and reconstructing them could help us solve both previous
problems. The scalability and computational tractability of FCA are a frequent
problem; see, for example, [9] for references. Relevant experiments can be found
also in [10].

2 Basic notions

2.1 Formal concept analysis

Formal Concept Analysis (FCA) was first introduced by Rudolf Wille in 1980.
FCA is based on the philosophical understanding of the world in terms of objects
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and attributes. It is assumed that a relation exists to connect objects to the
attributes they possess. Formal context and formal concept are the fundamental
notions of FCA [2], [3].

A formal context C = (G, M, I) consists of two sets, G and M , with I in
relation to G and M . The elements of G are defined as objects and the elements of
M are defined as attributes of the context. In order to express that an object g ∈
G is related to I with the attribute m ∈M , we record it as gIm or (g, m) ∈ I and
read that object g has the attribute m. I is also defined as the context incidence
relation. For a set A ⊆ G of objects we define A

′

= {m ∈M | gIm for all g ∈ A}
(the set of attributes common to the objects in A). Correspondingly, for a set
B ⊆ M of attributes, we define B

′

= {g ∈ G | gIm for all m ∈ B} (the set of
objects which have all attributes in B).

A formal concept of the context (G, M, I) is a pair (A, B) with A ⊆ G,
B ⊆ M , A

′

= B and B
′

= A. We call A the extent and B the intent of the
concept (A, B). B(G, M, I) denotes the set of all concepts of context (G, M, I)
and forms a complete lattice. For more details, see [2].

2.2 Attribute implication

Attribute implication (over set of attributes M) is an expression A ⇒ B, where
A, B ⊆ M (A and B are sets of attributes). The implication can be read as: if

an object has all attributes from A, then it also has all attributes from B and
holds in the context (G, M, I) if A

′

⊆ B
′

.
Pseudo-intent of formal context (G, M, I) is a set A of attributes which holds

that A 6= A
′′

and B
′′

⊆ A for each pseudo-intent B ⊂ A. We call a set T of
attribute implications non-redundant, if no implication from T follows (see
[4] for details) from the rest of the set. Set T of attribute implications is true
in formal context (G, M, I) if all implications from T hold in (G, M, I). Set T

of implications is called sound and complete with respect to formal context
(G, M, I) if T is true in (G, M, I) and each implication true in (G, M, I) follows
from T . As base w.r.t. (G, M, I) we call the set of attribute implications, which
is sound and complete (w.r.t. (G, M, I)) and non-redundant. The set T = {A⇒
A

′′

| A is a pseudo-intent of (G, M, I)} is a complete, minimal and non-redundant
set of implications and is called the Guigues-Duquenne basis (referred to below
as GD).

Bases of implications are interesting to us, since they convey all the informa-
tion contained in the data table in human-understandable form and they are as
small as possible. More on GD bases can be found in [4].

Illustrative example As objects we can consider numbers from 1 to 10 and some
basic properties of these numbers form attributes of these objects. Table con-
taining this information can be used as formal context. The computed Guigues-
Duquenne basis is presented below.

{composite, odd} ⇒ {composite, odd, square}
{even, square} ⇒ {composite, even, square}
{even, odd} ⇒ {composite, even, odd, prime, square}
{composite, prime} ⇒ {composite, even, odd, prime, square}

{odd, square} ⇒ {composite, even, odd, prime, square}
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2.3 Singular Value Decomposition

Singular value decomposition (SVD) is well-known because of its application in
information retrieval as LSI. SVD is especially suitable in its variant for sparse
matrices [5].

Theorem 1: Let A be an m×n rank-r matrix, σ1 ≥ · · · ≥ σr be the eigenvalues
of a matrix

√
AAT . Then there are orthogonal matrices U = (u1, . . . , ur) and

V = (v1, . . . , vr), whose column vectors are orthonormal, and a diagonal matrix
Σ = diag(σ1, . . . , σr). The decomposition A = UΣV T is called singular value

decomposition of matrix A and numbers σ1, . . . , σr are singular values of the
matrix A. Columns of U (or V ) are called left (or right) singular vectors of
matrix A.

Because the singular values usually fall quickly, we can take only k greatest
singular values and corresponding singular vector co-ordinates and create a k-

reduced singular decomposition of A. Let us have k, 0 < k < r and singular value
decomposition of A

A = UΣV T = (UkU0)

(
Σk 0
0 Σ0

) (
V T

k

V T
0

)

We call Ak = UkΣkV T
k a k-reduced singular value decomposition (rank-k SVD).

Theorem 2: (Eckart-Young) among all m × n matrices C of rank at most k

Ak is the one, that minimises ||Ak −A||2F =
∑
i,j

(Ai,j − Cw,j)
2.

2.4 Non-negative Matrix Decomposition

Non-negative matrix factorisation differs from other rank reduction methods
for vector space models in text mining by the use of constraints that produce
non-negative basis vectors, which make possible the concept of a parts-based
representation. [6] first introduced the notion of parts-based representations for
problems in image analysis or text mining that occupy non-negative subspaces
in a vector-space model. Basis vectors contain no negative entries. This allows
only additive combinations of the vectors to reproduce the original. NMF can be
used to organise text collections into partitioned structures or clusters directly
derived from the non-negative factors (see [8]).

Common approaches to NMF obtain an approximation of V by comput-
ing a (W, H) pair to minimise the Frobenius norm of the difference V −WH .
Let V ∈ Rm×n be a non-negative matrix and W ∈ Rm×k and H ∈ Rk×n for
0 < k ≪ min(m, n). Then, the objective function or minimisation problem can
be stated as min‖V −WH‖2 with Wij > 0 and Hij > 0 for each i and j.

There are several methods for computing NMF. We have used the multiplica-
tive method algorithm proposed by Lee and Seung [6], [7].

3 Experiments

In our experiments we have focused on generating concept lattices and bases
from original and reduced context and analysing the differences with respect
to the results obtained using original context. Since used reduction methods
generate non-binary data, simple rounding was used to obtain boolean matrices.
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3.1 Concept lattices

Concept lattice experiments were based on the formal context in Table 1 (see
fig. 1 for corresponding lattice).

A0 A1 A2 A3 A4 A5 A6 A7 A8 A9

O0 0 0 0 0 0 0 0 0 0 1
O1 1 0 0 0 0 0 1 0 0 1
O2 0 0 0 0 0 0 1 0 0 1
O3 0 0 0 0 0 0 1 0 0 0
O4 1 0 0 0 0 0 1 0 0 0
O5 1 0 0 0 0 0 0 0 0 0
O6 0 0 1 1 0 0 1 1 0 0
O7 0 0 0 0 0 0 1 1 0 0
O8 0 0 1 1 0 0 0 0 0 0
O9 0 0 1 0 0 0 1 1 0 0
O10 0 0 0 1 0 0 1 1 0 0
O11 0 0 1 1 0 0 0 1 0 0
O12 0 0 1 1 0 0 1 0 0 0
O13 0 0 1 0 0 0 1 0 0 0
O14 0 0 1 0 0 0 0 1 0 0
O15 0 0 0 1 0 0 1 0 0 0
O16 0 0 0 1 0 0 0 1 0 0
O17 1 0 0 0 0 0 1 1 0 0
O18 0 0 1 1 0 0 0 0 0 1
O19 1 0 1 1 0 0 0 0 0 1

Table 1. Formal context

A0 A1 A2 A3 A4 A5 A6 A7 A8 A9

O0 0 0 0 0 0 0 0 0 0 0
O1 1 0 0 0 0 0 1 0 0 0
O2 1 0 0 0 0 0 0 0 0 1
O3 1 0 0 0 0 0 0 0 0 1
O4 1 0 0 0 0 0 0 1 0 0
O5 0 0 0 0 0 0 0 1 0 0
O6 0 0 1 1 0 0 1 1 0 0
O7 1 0 0 0 0 0 0 1 0 0
O8 0 0 1 1 0 0 1 0 0 0
O9 0 0 1 1 0 0 1 1 0 0
O10 0 0 1 1 0 0 1 1 0 0
O11 0 0 1 1 0 0 1 0 0 0
O12 0 0 1 1 0 0 1 0 0 1
O13 1 0 1 1 0 0 0 0 0 1
O14 0 0 0 0 0 0 1 0 0 0
O15 1 0 1 1 0 0 1 0 0 1
O16 0 0 0 0 0 0 1 0 0 0
O17 0 0 0 0 0 0 0 1 0 0
O18 0 0 1 1 0 0 1 0 0 0
O19 0 0 1 1 0 0 1 1 0 0
Table 2. Context after SVD reduction

In the following figures we can see that the node 3 from the original concept
lattice was deleted, because the attributes composition (A6 and A9) in the ob-
jects (O1, O2) is not available, as after using SVD the attribute A6 was deleted
from the object O2. The node 20 was deleted, too, because the attributes com-
position (A0 and A6) in the objects (O1, O4, O17) is not available, as after using
SVD, the attribute A6 was deleted from the original objects (O4, O17) and the
attribute A0 was deleted from object O17.

We can see also, that after use of SVD, some attributes are removed and
added, and more objects have the same compositions of attributes. The node 11
has a composition of attributes (A2 and A6) in the objects (O6, O9, O12, O13);
this composition of attributes (A2, A6) existed in the objects (O8, O10, O11,
O18, O19), too. The node 6 has composition of attributes (A3 and A6) in the
objects (O6, O10, O11, O16); this composition of attributes (A3, A6) existed
in the objects (O8, O9, O11, O18, O19) too. From that, the nodes (11 and 6)
are incorporated in new node (5), because all the attributes in the two nodes
are in all of the objects in the two nodes. That means that the new node 5 has
composition of attributes (A2, A3, A6) in the objects (O6, O8, O9, O10, O11,
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Fig. 1. Concept lattice computed from formal context (Table 1)

Objects Attrs.

0 0, 1, 2, 18, 19 9
1 6, 7, 9, 10, 11, 14, 16, 17 7
2 1–4, 6, 7, 9, 10, 12, 13, 15, 17 6
3 1, 2 6, 9
4 6, 7, 9, 10, 17 6, 7
5 6, 8, 10–12, 15, 16, 18, 19 3
6 6, 10, 11, 16 3, 7
7 6, 10, 12, 15 3, 6
8 6, 10 3, 6, 7
9 6, 8–14, 18, 19 2

10 6, 9, 11, 14 2, 7
11 6, 9, 12, 13 2, 6
12 6, 9 2, 6, 7
13 6, 8, 11, 12, 18, 19 2, 3
14 18, 19 2, 3, 9
15 6, 11 2, 3, 7
16 6, 12 2, 3, 6
17 6 2, 3, 6, 7
18 1, 4, 5, 17, 19 0
19 1, 19 0, 9
20 1, 4, 17 0, 6
21 1 0, 6, 9
22 17 0, 6, 7
23 19 0, 2, 3, 9
24 0–9
25 0–19

Table 3. Formal concepts

Objects Attrs.

0 2, 3, 12, 13, 15 9
1 1, 4–7, 9, 10, 17, 19 7
2 6, 8–12, 14, 16, 18, 19 6
3 6, 8–13, 15, 18, 19 3, 6
4 12, 13, 15 2, 3, 9
5 6, 8–12, 18, 19 2, 3, 6
6 12 2, 3, 6, 9
7 6, 9, 10, 19 2, 3, 6, 7
8 1, 2, 3, 4, 7, 13, 15 0
9 2, 3, 13, 15 0, 9

10 1, 4, 7 0, 7
11 13, 15 0, 2, 3, 9
12 0–9
13 0–19

Table 4. Formal concepts after SVD
reduction
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Fig. 2. Concept lattice computed from
SVD reduced formal context (Table 2)

Fig. 3. Concept lattice computed from
NMF reduced formal context

O12, O18, O19). Similar results can be obtained using NMF method. Consequent
lattice is shown in fig. 3.

3.2 Implication bases

Controlling size of the basis Controlling size of the basis In the first exper-
iment, we generated random contexts (binary data table with sixty objects,
fifteen attributes and several densities - 25%, 50%, 75%). Then the matrix was
reduced to a lower dimension by use of one of the methods mentioned. The
Guigues-Duquenne basis was later computed and results compared against the
basis computed from the original data. Size of input data has been selected
after computation of several different samples with respect to computational
tractability.

The following charts (Fig. 4) illustrate the results of this experiment:the
first row corresponds to reduction with the SVD method, the second one to
the NMF method. In the figures on the left we present the decreasing number of
implications in bases constructed from reduced contexts. Each curve corresponds
to one of the aforementioned densities. While lowering the dimension of the data,
we are surely losing a certain amount of information. The ratio of objects from
the original context, which do not hold in the new basis, is shown in the figures
on the right. The results were averaged among hundreds of samples.

Noise resistance Even one small change in source data can cause quite large
changes to the GD basis. That can be a huge problem in noisy environments,
so we have studied whether reduction into a lower dimension could be helpful.
In the following, we suppose that the data contain redundancy and we know
the number of rules contained in the data in advance. This situation is not
uncommon in applications. Since this is so, we can lower the dimension of the
formal context to the number of rules.

More precisely, we have taken several randomly-generated rules (using ten
attributes) and combined them into tens of rows to create formal context. Then
we put an amount of noise into the data. Later we reduced these datasets to
a lower dimension (with the original number of rules used as rank), using SVD
and NMF methods. In the last step we compared the GD bases computed from
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Fig. 4. Average base size and average ratio of uncovered objects for contexts with
various densities. Reduced using SVD (first row), NMF (second row).

the original data with the bases from reduced contexts. The results were again
averaged among hundreds of samples and fig. 5 comprises an illustrative chart
of the results of this experiment.

4 Conclusion and further work

Concept lattices We can see that singular value decomposition used as the first,
and non-negative matrix factorisation used as the second, practical approach,
were successful and reduced original concept lattices. The number of concepts
in reduced concept lattices is lower than in the case of original concept lattices.
It implies that computation time of reduced lattices will be lower, and that is
why reducing lattices can be useful.

Implication bases We have seen that the size of the resulting implication basis
can be smoothly controlled by reduction of the formal context. Our hypothesis
is as follows: reduction of formal context to lower dimension with SVD or NMF
can lead to faster computation of GD basis, while retaining the most important
parts (most objects are still covered by the new basis). Noise resistance in basis
construction can also be obtained by use of this method under usual conditions
(redundancy, etc.).
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Abstract. Formal Concept Analysis (FCA) is useful in many applica-
tions, not least in data analysis. In this paper, we apply the FCA ap-
proach to the problem of classifying sets of sets of durations of time,
for the purposes of storing them in a database. The database system in
question is, in fact, an object-oriented text database system, in which all
objects are seen as arbitrary sets of integers. These sets need to be clas-
sified in textually relevant ways in order to speed up search. We present
an FCA classification of these sets of sets of durations, based on linguis-
tically motivated criteria, and show how its results can be applied to a
text database system.

1 Introduction

Formal Concept Analysis (FCA)[1, 2] has many applications, not least of which is
aiding a human analyst in making sense of large or otherwise incomprehensible
data sets. In this paper, we present an application of FCA to the problem of
classifying classes of linguistic objects that meet certain linguistically motivated
criteria, with the purpose of storing them in a text database system.

We have developed a text database system, called Emdros1, capable of storing
and retrieving not only text, but also annotations of that text [3, 4]. Emdros
implements the EMdF model, in which all textual objects are seen as sets of sets
of durations of time with certain attributes.

The rest of the paper is laid out as follows. In Sect. 2, I describe four prop-
erties of language as it relates to time. In Sect. 3, I describe the EMdF model.
In Sect. 4, I mathematically define a set of criteria which may or may not hold
for a given object type. This results in a Formal Context of possible classes of
objects, having or not having these criteria. In Sect. 5, I use FCA to arrive at a
set of criteria which should be used as indexing mechanisms in Emdros in order
to speed up search. In Sect. 6, I discuss the implementation of the criteria arrived
at in the previous section, and evaluate the performance gains obtained by using
them. Finally, I conclude the paper and give pointers to further research.

1 http://emdros.org
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2 Language as durations of time

Language is always heard or read in time. That is, it is a basic human condition
that whenever we wish to communicate in verbal language, it takes time for us
to decode the message. A word, for example, may be seen as a duration of time
during which a linguistic event occurs, viz., a word is heard or read. This takes
time to occur, and thus a message or text occurs in time.

In this section, we describe four properties of language which have conse-
quences for how we may model linguistic objects such as words or sentences.

First, given that words occur in time, and given that words rarely stand
alone, but are structured into sentences, and given that sentences are (at one
level of analysis) sequences of words, it appears obvious that sequence is a basic
property of language. We will therefore not comment further on this property of
language.

Second, language always carries some level of structure; for example, the
total duration of time which a message fills may be broken down into shorter
durations which map to words. Intermediate between the word-level and the
message-level, we usually find sentences, clauses, and phrases. Thus, linguistic
units embed within each other. For a lucid discussion of the linguistic terms
involved, please see [5, 6].

Third, language carries the property of being resumptive. By this we mean
that linguistic units are not always contiguous, i.e., they may occupy multiple,
disjoint durations of time. For one such opinion, see [7].

A fourth important property of linguistic units is that they may “violate each
other’s borders.” By this we mean that, while unit A may start at time a and
end at time c, unit B may start at time b and end at time d, where a < b < c < d.
Thus, while A overlaps with B, they cannot be placed into a strict hierarchy.

3 The EMdF model

In his PhD thesis from 1994 [8], Crist-Jan Doedens formulated a model of text
which meets the four criteria outlined in the previous section. Doedens called
his model the “Monads dot Features” (MdF) model. We have taken Doedens’
MdF model and extended it in various ways, thus arriving at the Extended MdF
(EMdF) model. In this section, we describe the EMdF model.

Central to the EMdF model is the notion that textual units (such as books,
paragraphs, sentences, and even words) can be viewed as sets of monads. A
monad is simply an integer, but may be viewed as an indivisible duration of
time.2

Objects in the EMdF model are pairs (M, F ) where M is a set of monads,
and F is a set of pairs (fi, vi) where fi is the ith feature (or attribute), and vi

is the value of fi for this particular object. A special feature, “self” is always

2 Please note that we use the term “monad”, not in the well-established algebraic
sense, but as a synonym for “integer in the context of the EMdF model, meaning an
indivisible duration of time”.
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present in any F belonging to any object, and provides an integer ID which is
unique across the whole database. The inequality M 6= ∅ holds for all objects in
an EMdF database.

Since textual objects can often be classified into similar kinds of objects with
the same attributes (such as words, paragraphs, sections, etc.), the EMdF model
provides object types for grouping objects.

4 Criteria

In this section, we introduce some linguistically motivated criteria that may or
may not hold for the objects of a given object type T . This will be done with
reference to the properties inherent in language as described in Sect. 2.

In the following, let Inst(T ) denote the set of objects of a given object type
T . Let a and b denote objects of a given object type. Let µ denote a function
which, given an object, produces the set of monads M being the first part of
the pair (M, F ) for that object. Let m denote a monad. Let f(a) denote µ(a)’s
first (i.e., lowest) monad, and let l(a) denote µ(a)’s last (i.e., highest) monad.
Let [m1 : m2] denote the set of monads consisting of all the monads from m1 to
m2, both inclusive.

Range types:

single monad(T ): means that all objects are precisely 1 monad long.
∀a ∈ Inst(T ) : f(a) = l(a)

single range(T ): means that all objects have no gaps (i.e., the set of mon-
ads constituting each object is a contiguous stretch of monads).
∀a ∈ Inst(T ) : ∀m ∈ [f(a) : l(a)] : m ∈ µ(a)

multiple range(T ): is the negation of “single range(T )”, meaning that
there exists at least one object in Inst(T ) whose set of monads is discon-
tiguous. Notice that the requirement is not that all objects be discon-
tiguous; only that there exists at least one which is discontiguous.

∃a ∈ Inst(T ) : ∃m ∈ [f(a) : l(a)] : m 6∈ µ(a)
≡ ¬(∀a ∈ Inst(T ) : ∀m ∈ [f(a) : l(a)] : m ∈ µ(a))
≡ ¬(single range(T))

Uniqueness constraints:

unique first monad(T ): means that no two objects share the same start-
ing monad.

∀a, b ∈ Inst(T ) : a 6= b ↔ f(a) 6= f(b)
≡ ∀a, b ∈ Inst(T ) : f(a) = f(b) ↔ a = b

unique last monad(T ): means that no two objects share the same ending
monad.

∀a, b ∈ Inst(T ) : a 6= b ↔ l(a) 6= l(b)
≡ ∀a, b ∈ Inst(T ) : l(a) = l(b) ↔ a = b

Notice that the two need not hold at the same time.
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Table 1. All the possible classes of object types. Legend: sm = single monad, sr =
single range, mr = multiple range, ufm = unique first monad, ulm = unique last monad,
ds = distinct, ol = overlapping, vb = violates borders.

Class name sm sr mr ufm ulm ds ol vb

1.000 X X X
1.300 X X X X X
2.000 X X
2.001 X X X
2.100 X X X
2.101 X X X X
2.200 X X X
2.201 X X X X
2.300 X X X X
2.301 X X X X X
2.310 X X X X

Class name sm sr mr ufm ulm ds ol vb

3.000 X X
3.001 X X X
3.100 X X X
3.101 X X X X
3.200 X X X
3.201 X X X X
3.300 X X X X
3.301 X X X X X
3.310 X X X X

Linguistic properties:

distinct(T ): means that all pairs of objects have no monads in common.
∀a, b ∈ Inst(T ) : a 6= b → µ(a) ∩ µ(b) = ∅
≡ ∀a, b ∈ Inst(T ) : µ(a) ∩ µ(b) 6= ∅ → a = b

overlapping(T ): is the negation of distinct(T ).
¬(distinct(T ))
≡ ∃a, b ∈ Inst(T ) : a 6= b ∧ µ(a) ∩ µ(b) 6= ∅

violates borders(T ): ∃a, b ∈ Inst(T ) : a 6= b ∧ µ(a) ∩ µ(b) 6= ∅ ∧ ((f(a) <

f(b)) ∧ (l(a) ≥ f(b)) ∧ (l(a) < l(b)))

Notice that violates borders(T ) → overlapping(T ), since violates borders(T )
is overlapping(T ), with an extra, conjoined term.

It is possible to derive the precise set of possible classes of objects, based on
logical analysis of the criteria presented in this section. For details, please see
[9]. The possible classes are listed in Table 1.

The context resulting from these tables is then processed by the Concept
Explorer software (ConExp)3. This produces a lattice as in Fig. 1.

5 Application

It is immediately noticeable from looking at Fig. 1 that “ds” is quite far down
the lattice, with several parents in the lattice. It is also noticeable that “ol” is
quite far up in the lattice, with only the top node as its parent. Therefore, “ds”
may not be as good a candidate for a criterion on which to index as “ol”. Hence,
we decided to experiment with the lattice by removing the “ds” attribute.

3 See http://conexp.sourceforge.net. Also see [10].
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Fig. 1. The lattice drawn by ConExp for the whole context.

By drawing this new lattice with ConExp, it is noticeable that the only
dependent attributes are “sm” and “vb”: All other attributes are at the very
top of the lattice, with only the top node as their parent. This means we are
getting closer to a set of criteria based on which to index sets of monads.

The three range types should definitely be accommodated in any indexing
scheme. The reasons are: First, “single monad” can be stored very efficiently,
namely just by storing the single monad in the monad set. Second, “single range”
is also very easy to store: It is sufficient to store the first and the last monad.
Third, “multiple range”, as we have argued in Sect. 2, is necessary to support in
order to be able to store resumptive (discontiguous) linguistic units. It can be
stored by storing the monad set itself in marshalled form, perhaps along with
the first and last monads.

This leaves us with the following criteria: “unique first monad”, “unique last
monad”, “overlapping”, and “violates borders” to decide upon.

In real-life linguistic databases, “unique first monads” and “unique last mon-
ads” are equally likely to be true of any given object type, in the sense that if
one is true, then the other is likely also to be true, while if one is false, then
the other is likely also to be false. This is because of the embedding nature of
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language explained in Sect. 2: If embedding occurs at all within a single object
type, then it is likely that both first and last monads are not going to be unique.

Therefore, we decided to see what happens to the lattice if we remove one
of the two uniqueness criteria from the list of attributes. The criterion chosen
for removal was “unique last monads”. Once this is done, ConExp reports that
“unique first monads” subsumes 11 objects, or 55%. This means that “unique
first monads” should probably be included in the set of criteria on which to
index.

Similarly, still removing “ds” and “ulm”, and selecting “overlapping”, we
get the lattice drawn in Fig. 2. ConExp reports that “overlapping” subsumes 17
objects, or 85%, leaving only 3 objects out of 20 not subsumed by “overlapping”.
This indicates that “overlapping” is probably too general to be a good candidate
for treating specially.

It is also noticeable that “violates borders” only subsumes 4 objects. Hence
it may not be such a good candidate for a criterion to handle specially, since it
is too specific in its scope.

Thus, we arrive at the following list of criteria to handle specially in the
database: a) single monad; b) single range; c) multiple range; and d) unique first
monads.

6 Implementation and evaluation

The three range types can be easily implemented in a relational database system
along the lines outlined in the previous section.

The “unique first monads” criterion can be implemented in a relational
database system by a “unique” constraint on the “first monad” column of a
table holding the objects of a given object type. Notice that for multiple range,
if we store the first monad of the monad set in a separate column from the
monad set itself, this is possible for all three range types. Notice also that, if
we use one row to store each object, the “first monad” column can be used as a
primary key if “unique first monads” holds for the object type.

We have run some evaluation tests of 124 diverse Emdros queries against two
versions of the same linguistic database, each loaded into four backends (SQLite
3, SQLite 2, PostgreSQL, and MySQL). One version of the database did not
have the indexing optimizations arrived at in the previous section, whereas the
other version of the database did. The version of Emdros used was 3.0.1. The
hardware was a PC with an Intel Dual Core 2, 2.4GHz CPU, 7200RPM SATA-II
disks, and 3GB of RAM, running Fedora Core Linux 8. The 124 queries were
run twice on each database, and an average obtained by dividing by 2 the sum
of the “wall time” (i.e., real time) used for all 2 × 124 queries. The results can
be seen in Table 2.

As can be seen, the gain obtained for MySQL and PostgreSQL is almost
negligible, while it is significant for the two versions of SQLite.
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Fig. 2. The lattice drawn without the “ds” and “ulm” attributes, and with “ol” se-
lected.

7 Conclusion

We have presented four properties that natural language possesses, namely se-
quence, embedding, resumption, and non-hierarchic overlap, and we have seen
how these properties can be modeled as sets of durations of time.

We have presented the EMdF model of text, in which indivisible units of time
(heard or read) are represented by integers, called “monads”. Textual units are
then seen as objects, represented by pairs (M, F ), where M is a set of monads,
and F is a set of attribute-value assignments. An object type then gathers all
objects with like attributes.

We have then presented some criteria which are derived from some of the four
properties of language outlined above. We have formally defined these in terms
of objects and their monads. We have then derived an FCA context from these
criteria, which we have then converted to a lattice using the Concept Explorer
Software (ConExp).
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Table 2. Evaluation results on an Emdros database, in seconds.

Backend SQLite 3 SQLite 2 PostgreSQL MySQL

Avg. time for DB without optimizations 153.92 130.99 281.56 139.41
Avg. time for DB with optimizations 132.40 120.00 274.20 136.65

Performace gain 13.98% 8.39% 2.61% 1.98%

We have then analyzed the lattice, and have arrived at four criteria which
should be treated specially in an implementation.

We have then suggested how these four criteria can be implemented in a
relational database system. They are, in fact, implemented in ways similar to
these suggestions in the Emdros corpus query system. We have also evaluated
the performance gains obtained by implementing the four criteria.

Thus FCA has been used as a tool for reasoned selection of a number of
criteria which should be treated specially in an implementation of a database
system for annotated text.

Future work could also include: a) Derivation of more, pertinent criteria from
the four properties of language; b) Exploration of these criteria using FCA; c)
Implementation of such criteria; and d) Evaluation of any performance gains.
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Abstract. This work furthers the work in Transaction Agent Mod-
elling (TrAM) by merging its conceptual catalogue based on the REA
(Resources-Events-Agents) accounting model with Sowa’s 1984 concep-
tual catalogue. The merged catalogue features in a preliminary imple-
mentation of TrAM using the Amine software tool, which also offers the
model-checking support that is core to TrAM. This automated process
demonstrates how Conceptual Graphs (CG) might lucidly interrelate the
divergent conceptual catalogues of the myriad domains in which contem-
porary enterprise systems operate.

1 Introduction

The Transaction Agent Modelling (TrAM) approach has been developed to
demonstrate the advantages and wide applicability of Conceptual Graphs (CG)
as a tool for capturing and representing the complex facets of enterprise systems
[5], [6]. TrAM exploits the formal underpinnings of CG notation and the use of
Polovina’s Economic Accounting, a transactions-oriented approach based upon
Geerts [3] and McCarthy’s [8], [7] respected REA (Resources-Events-Agents)
accounting model. We have merged TrAM’s conceptual catalogue that is based
specifically on transactions with a generic, non-transactions oriented catalogue to
establish the true scope of TrAM’s potential contribution. To achieve these aims
we selected Sowa’s conceptual catalogue in Appendix B of his original text [10].
This catalogue, produced as CG, had no evident basis in transactions. Sowa’s
catalogue through its simple but expressive canonical examples thus provides a
far-reaching test of the generality of TrAM’s conceptual basis. We further man-
dated that this merging operation is achieved through an automated software
tool rather than as a ‘pen and paper’ exercise. Use of such a tool provides the
automated checking that can be easily overlooked by a manual process, whilst
additionally paving the way for TrAM’s implementation as an integrated soft-
ware component in contemporary enterprise applications.

2 Developing a Catalogue

Sowa published a ‘Conceptual Catalog’ [10](pp405-424), and together with Polov-
ina’s work it was deemed apt to investigate the extent to which TrAM could
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tolerate a catalogue that has no obvious orientation towards event accounting
nor indeed, transactions. Of course it would be anticipated that those types and
relations that exist at the highest levels of a hierarchy will accommodate most
domains, but the extent of the commonality between Sowa’s and Polovina’s cat-
alogue was notable. For brevity only some of these relations will be described
further below.

2.1 Conceptual Relations

To begin with, Sowa (1984) [10] relation part(x,y) is:

[Entity:x_source]-Relation->[Entity:y_target]

We can simply extend this to relation part(x,y) is:

[Universal:x_source]-Relation->[Universal:y_target]

This is because it is possible for a part to relate Universal types (e.g. an act can be
a part of another act as evidenced by a Transaction which can be commonly part
of a bigger Transaction for instance). Indeed Sowa recognises that[10](pp405):

“For any particular application, these lists can serve as a starter set that
the reader may extend or modify as appropriate.”

Moving on, in Sowa, relation source(x,y) is:

[Act:x_source]-Relation->[Entity:y_target]

In TrAM, relation source(x,y) is:

[Economic_Resource:x_source]<-source-[Act]-agnt->[Agent:y_target]

(where Economic Resource < Entity)
Continuing, in Sowa, relation destination(x,y) is:

[Act:x_source]-Relation->[Entity:y_target]

In TrAM relation destination(x,y) is:

[Economic_Resource:x_source]<-destination

-[Act]-agnt->[Agent:y_target]

In passing we have used synonyms for:

1. type Economic Resource is Economic Entity,
2. relation source is srce
3. relation destination is dest
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This is purely for convenience (e.g. Sowa refers to ‘source’ as ‘srce’ and ’destina-
tion’ as ’dest’; in TrAM, ‘Economic Resource’ is a sub-type of entity). In Sowa,
relation agnt(x,y) is:

[Act:x_source]<-Relation-[Agent]-Relation->[Animate:y_target]

In TrAM relation event subject(x,y) is:

[Economic_Event:x_source]-obj->[Economic_Resource:y_target]

3 An Exemplar Case Study

Using the modified conceptual catalogue described in Section 2.1, we shall now
explicate the process of developing models and rules of inference for a case study
in the community healthcare domain. All of the graphs were produced within
Amine[1] and therefore the notation used conforms to the relevant syntax. From
prior work[9] we can represent the healthcare scenario as follows:

[Care #0] -

-requester->[Elderly_Person],

-deliverer->[Care_Provider],

-manager->[Local_Authority]

For convenience the generic TM graph is described below:

[Act:super]-

-part->[Economic_Event:a]-

-event_subject->[Economic_Resource:x]-

-source->[Inside_Agent:i],

-destination->[Outside_Agent:o];;

-part->[Economic_Event:b]-

-event_subject->[Economic_Resource:y]-

-source->[Outside_Agent:o],

-destination->[Inside_Agent:i]

Specialising the generic TM graph with the community healthcare scenario we
derive the [ComCare Transaction] graph:

[Transaction:super]-

-part->[Raise_Debtor:a]-

-event_subject->[Money:x]-

-source->[Purchase_Agent:i],

-destination->[Care_Provider:o];;

-part->[Sale:b]-

-event_subject->[Care:y]-
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-source->[Care_Provider:o],

-destination->[Purchase_Agent:i]

The graph above is now specialised further to account for requester, provider
and manager relations from the original use cases[9]:

[Transaction:super]-

-part->[Raise_Debtor:a]-

-event_subject->[Money:x]-

-source->[Purchase_Agent:i],

-destination->[Care_Provider:o],

-requester->[Elderly_Person:e]-characteristic->[Asset]-

-total_value->[UKP:less_than_threshold],

-manager->[Local_Authority:l];;

-part->[Sale:b]-

-event_subject->[Care:y]-

-source->[Care_Provider:o],

-destination->[Purchase_Agent:i],

-provider->[Care_Provider:o]

3.1 Building the Rules

Prior to this, the models which had been developed exploited the expressivity
of Peirce cuts for graph visualisation. We have elected to pursue the develop-
ment of an implementation, and as such we shall now consider the construction
of rules without Peirce logic. In each case we describe the Antecedant and
Consequence for each rule. Rule 1 represents an aspect of the payment sce-
nario whereby there is a liability relationship between the [Local Authority]

and the [Purchase Agent], as assets of the [Elderly Person] are deemed to
be less than a particular threshold (set by UK Government policy). Therefore,
Rule 1: ‘less than threshold ’ comprises:

Antecedent

[Care:y]-

-requester->[Elderly_Person:e]-characteristic->[Asset]-

-total_value->[UKP:less_than_threshold],

-manager->[Local_Authority:l],

-destination->[Purchase_Agent:i]

Consequent

[Local_Authority:l]-liability->[Purchase_Agent:i]

For the alternate case, the [Elderly Person] is judged to possess assets that
are above a particular threshold, thus has the liability to the [Purchase Agent].
Rule 2: ‘above threshold ’ is thus:
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Antecedent

[Care:y]-

-requester->[Elderly_Person:e]-characteristic->[Asset]

-total_value->[UKP:above_threshold],

-manager->[Local_Authority:l],

-destination->[Purchase_Agent:i]

Consequent

[Elderly_Person:e]-liability->[Purchase_Agent:i]

This leaves a rather clumsy third case whereby the assets are ‘at threshold’
(i.e. actually at the threshold itself). Really there should only be two ranges,
namely below or at or above the threshold. In TrAM the thresholds can be
shown as ranges in the form of measures i.e. using the @<referent>[9]. The
‘hard-codings’ of the threshold calculation in Amine is a workaround as there is
no ‘CG Actor’[4] representation within this tool, unlike CharGer[2] which does
feature the CG Actor as its core means of processing CG. The inclusion of CG
Actors would be particularly useful since the calculation of apportioning the
extent of the payment liability can then be calculated or determined from data
look-ups to provide a value within these ranges. Hence we have identified an
immediately valuable area of interoperability between CG tools.

4 Results

Noting our comments above we now consider the outcomes of this processing,
beginning with Rule 1: The Elderly Person possesses assets that are judged to
be ‘less than threshold’:

CG1

[Transaction:super]-

-part->[Raise_Debtor:a]-

-event_subject->[Money:x]-

-source->[Purchase_Agent:i],

-destination->[Care_Provider:o],

-requester->[Elderly_Person:e]

-characteristic ->[Asset]-total_value->

[UKP:less_than_threshold],

-manager->[Local_Authority:l];;

-part->[Sale:b]-

-event_subject->[Care:y]-

-source->[Care_Provider:o],

-destination->[Purchase_Agent:i],

-provider->[Care_Provider:o]
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The second CG:

CG2

[Care:y]-

-requester->[Elderly_Person:e]-characteristic-

->[Asset]-total_value->

[UKP:less_than_threshold],

-manager->[Local_Authority:l],

-destination->[Purchase_Agent:i]

If we project CG2 into CG1, the following graph, CG3 is asserted:

CG3

[Local_Authority:l]-liability->[Purchase_Agent:i]

The Maximal Join Result is in Amine output:

[Care #1] -

-source->[Care_Provider :o]<-destination-[Money :x]-

-source->[Purchase_Agent #0]-

<-destination-[Care #1],

<-liability-[Local_Authority :l]

//the added consequent

<-manager-[Care #1];

<-event_subject-[Raise_Debtor :a]<-part

-[Transaction: super]-part->[Sale :b]

-event_subject-> [Care #1];

-requester->[Elderly_Person :e]-characteristic->

[Asset]-total_value->[UKP:less_than_threshold]

Let us now consider another rule, Rule 2: The Elderly Person possesses assets
that are judged to be ‘above threshold’:
CG1: Except for [UKP:less than threshold] which would be
[UKP:above threshold] instead, CG1 will be the same as the previous CG1

CG2

[Care :y] -

-requester->[Elderly_Person :a]-characteristic->[Asset]

-total_value->[UKP :above_threshold],

-manager->[Local_Authority :b],

-destination->[Purchase_Agent :c]

Again, if we project CG2 into CG1, the following graph, CG3 is asserted:
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CG3

[Elderly_Person :a]-liability->[Purchase_Agent :c]

The Maximal Join Result is in Amine output:

[Care #1] -

-source->[Care_Provider :o]<-destination-[Money :x] -

-source->[Purchase_Agent #0] -

<-destination-[Care #1],

<-liability-[Elderly_Person :a] -

//the added consequent

-characteristic->[Asset]-total_value->

[UKP :above_threshold],

<-requester-[Care #1];;

<-event_subject-[Raise_Debtor :a]<-part

-[Transaction :super]

-part->[Sale :b]-event_subject->[Care #1];

-manager->[Local_Authority :b]

5 Discussion

The use of Sowa’s 1984 catalogue[10] has proved straightforward, and appears
to have been a sound base upon which we can enrich the process with a more
transaction-focused vocabulary. Whilst the TrAM approach has been tested in a
variety of domains, the work in the community healthcare domain has illustrated
three specific points:

1. the case study requires CG Actors in order to represent the inherent calcu-
lations and data lookups in real-world scenarios more accurately;

2. if the visual expressivity of Peirce logic is desired then it will be necessary to
translate Peirce cuts into a form that enables graph-joining and projection
to take place;

3. a single tool does not yet exist to support this process. Efforts to improve
the interoperability between tools would assist in this respect, and would be
a valuable contribution to the conceptual structures community.

In the absence of a suitable Peirce logic theorem prover we have elected to move
forward with tools that support specialisation and projection. This is the most
practical way forward if an implementable system is to be realised. It should
be noted that this does not compromise the TrAM approach unduly; the TM
is proven to be based upon principled foundations and we have established the
necessary proofs using Peirce logic. It is evident that we need to assess the impact
of converting Peirce logic for requirements capture, into graphs without cuts, and
to evaluate any adverse affects upon the process as a whole.
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Abstract. Since a conceptual structure is a typed system it is worth-
while to investigate how a type theory can serve as a basis to reason
about concepts and relations. In this article, we look at this issue from
a proof-theoretical perspective using the constructive (or intuitionistic)
logic and the Curry-Howard correspondence. The resulting constructive
type theory introduces Dependent Record Types (DRT) which offers a
conceptual structure with a simple and natural representation. The cru-
cial aspect of the proposed typed system is its decidability while main-
taining a high level of expressivity.

1 Introduction

In most domains including the semantic Web, ontology and rules are the core
components for formal knowledge representation. As a result, there is a need for
an expressive formalism (e.g., Description Logics) able to reason about knowl-
edge extracted from ontologies. Recently, Description Logics have attempted to
represent action formalisms as fragments of Situation Calculus (or Fluent Cal-
culus) [1] but they reveal some decidability problems. In this paper we propose
a decidable alternative which focusses on the theoretical aspects of conceptual
structures with Type Theory and which shows how this structure is able to rea-
son about knowledge. This theory exploits a representation of knowledge that is
extracted from domain ontologies. The reasoning process is a typing (and sub-
typing) mechanism which allows one to infer implicitly some knowledge from
the knowledge that is explicitly present in the ontology. Already used to solve
difficult problems in Natural Language Processing (NLP) [4, 18, 7], Type Theory
has proved to be a natural candidate for formalizing linguistic statements as well
as real world situations. The logical formalism adopted here is a fragment of the
Constructive Type Theory (CTT) [15, 14]. In the second section we summarize
the basic mechanisms of the type-theoretic approach centered on the Dependent
record Types (DRT) structures (for further details, see for instance [10]). In the
third section, we describe the data structures that are at the basis of the reason-
ing process and in the fourth section, we illustrate the approach by revisiting a
context-aware scenario with the type-theoretical approach.
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2 Type Theory

2.1 The basis of the Type Theory

In the Curry-Howard correspondence [12], propositions in some logical system
are translated into types in the type theory such that derivable propositions
give rise to inhabited types. For instance, we can interpret certain types as
propositions whereas their inhabitants are representations of proofs for those
propositions. As a result, propositions are types and proofs are programs [2].
Under this correspondence, connectives ⊤, ∧ and ⊃ in propositional logic are
respectively expressed by type formers 1, × and → in simple type theory, whereas
universal quantifiers ∀ and ∃ in predicate logic are translated into Π-types and
Σ-types in CTT.

Within this knowledge representation formalism, proofs can be checked au-
tomatically. A major benefit is the computability of any judgement: constructive
theory of types is functionally decidable [19]. The building blocks of CTT are
terms and the basic relation is the typing relation. The expression a : T itself is
called a judgment. The fundamental notion of typing judgement a : T classifies
an object a as being of type T . We call a an inhabitant of T , and we call T the
type of a. The context Γ in a judgement Γ ⊢ a : T contains the prerequisites
necessary for establishing the statement a : T . Some types are always considered
wellformed and are introduced by means of axioms (sorts). We will use two sorts
here, Type and Prop, which denote respectively ’the sort of types’ and ’the sort
of propositions’. Dependant types are a way i) of expressing subsets and ii) to
enhance the expressive power of the language. The two basic constructors for
dependent types are the Π-types and the Σ-types.

Γ, x : A ⊢ M : B

Γ ⊢ λx : A.M : Πx : A.B
Π − intro

Γ ⊢ M : A Γ ⊢ N : B[M/x]

Γ ⊢< M,N >: Σx : A.B
Σ − intro

For instance, one may define the following Π-type in order to represent the
fact that a bird referred as titi has wings: has wings : (Πx : bird.P (x)) in
which P (x) stands for a proposition that depends on x. An instance of the
Π-type would be has wings(titi) : P (x). Π-types also express the universal
quantification ∀ and generalize function spaces. Similarly, Σ-types model pairs
in which the second component depends on the first. Let us consider the pair
σ1 : Σx : bird.flies(x)). A proof for the Σ-type σ1 is given for example by the
instance < titi, q1 > indicating that for an individual titi, the proposition is
proved (q1 is a proof of flies(titi)).

Γ ⊢ σ : Σx : A.B

Γ ⊢ π1(σ) : A
π1 − elim

Γ ⊢ σ : Σx : A.B

Γ ⊢ π2(σ) : B[π1(σ)/x]
π2 − elim

The projection rules introduce π1 and π2 as elimination rules. A proof s : Σx :
T.p in a sum is a pair s =< π1s, π2s > that consists of an element π1s : T of the
domain type T together with a proof π2s : p[π1s/x] stating that the proposition
p is true for this element π1s.
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Records are introduced first with the purpose of replacing bound variables
(e.g., x) with labels in order to get a more readable and more compact struc-
ture, and second to gather within a single structure all the knowledge related to
a semantic concept. The basic idea of the present work is to apply the formalism
of dependent types to ontological knowledge in order to get a better expressiv-
ity than first-order and classical logic formalisms. For that purpose, Dependent
Record Types (DRTs) [3, 13] are an extension of Π-types and Σ-types in which
types are expressed in terms of data. Dependent record types are much more
flexible than simple dependent types such as Π-types and Σ-types [16]. They
realize a continuum of precision from the basic assertions we are used to expect
from types, up to a complete specification of a representation (e.g., a context).

Definition 1 A dependent record type is a sequence of fields in which labels li
correspond to certain types Ti, that is, each successive field type can depend on

the values of the preceding fields:

< l1 : T1, l2 : T2(l1) . . . , ln : Tn(l1 . . . ln−1) > (1)

where the type Ti may depend on the preceding labels l1, ..., li−1.

A similar definition holds for record tokens where a sequence of values is such
that a value vi can depend on the values of the preceding fields l1, ..., li−1:

< l1 = v1, ..., ln = vn > (2)

Notice that a dependent record with additional fields not mentioned in the type
is still of that type. Another important aspect of the modelling with DRT is that
a record can have any number of fields (there is no upper limit). The introduction
rule for record types constructs inductively records by adding a new label l1 and
its type T to the previous one provided that the new type is consistent with the
logical context Γ (→ denotes the usual function symbol).

Γ ⊢ R : record − type Γ ⊢ T : R → type

Γ ⊢< R, l : T >: record − type
record − type − intro (3)

Since contexts are part of situations, the concept of context can be expressed
as a Dependent Record Type including individuals as well as propositions2 [9,
10]. Context types (resulting from an ontology) are distinguished from context
objects (resulting from observation). Let us consider the initial situation in which

1 not already occurring in R.
2 Propositions are able to represent properties as well as constraints.
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an incoming call is processed within an intelligent phone.





x : person

r : room

p1 : locatedIn(x, r)
b : building

p2 : part of(r, b)
︸ ︷︷ ︸

C1:Context type





. . .

x = John

r = ECS210I

p1 = q1

b = ECS

p2 = q2

. . .
︸ ︷︷ ︸

c1:Context token

In the record instance, q1 is a proof of locatedIn(John,ECS210I), and q2 is a
proof that part of(ECS210I, ECS).

Pre-defined values can be introduced with manifest types [8].

Definition 2 Given x of type T , x : T , a singleton type Tx is such that:

y : Tx iff y = x (4)

Given a record, a manifest field is a field whose type is a singleton type:

r :




. . .

l = x : T

. . .

for example : r :




. . .

tmin = 11PM : time

. . .

(5)

which means that tmin is a label of type time having a fixed value of 11PM .

2.2 Sub-typing

The question of sub-typing requires the knowledge of all possible coercions used
for a given term and their precise effect, which is untractable in practice. This
problem can be avoided by imposing semantic constraints on coercions [3]: this
is the case in record-based subtyping that we shall adopt here.

Definition 3 Given two record types R and R′, if R′ contains at least every

Σ-type occurring in R and if the types of these common Σ-types are in the

subsumption relation then R′ is a subtype of R which is written:

R′ ⊑ R (6)

Every record token of type R′ is also a token of type R, since it contains compo-
nents of appropriate types for all the fields specified in R. Since in type theory
the analogue of a proposition is the judgement, we can conclude that the judge-
ment in R is lifted to the judgement in R′. Type inclusion and corresponding
proof rules generalize record type inclusion to DRTs.
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3 Reasoning with Ontological Knowledge in Type Theory

3.1 Representation of Intentional Concepts

The concept of context has no meaning by itself [5] and must be related to an
intentional concept: it is ontologically speaking considered as a moment universal

[11]. Therefore, an intentional concept such as an action, a process, a diagnostic
or a project will be functionally added to the context and we speak in that case, of
the context-of resp. the action, the process, the diagnostic or the project. Using
dependent types, an intentional concept is functionally deduced from its context
since the basic function concept is the typed version of the entailment relation in
classical logic. With π1 and π2 denoting respectively the Σ projection operators
resulting from elimination rules, the association between a context type and an
intentional concept can be represented by a Σ-type.

Definition 4 Given a Context Record Type C, an intentional concept is de-

scribed by a Σ-type such that φ : Σ c : C.IC(c) in which c is a valid context, IC

is a proposition reflecting the intention and witnessing a proof of the intention

achievement.

It denotes a pair φ =< π1φ, π2φ > that consists in an element π1φ : C of the
domain type of quantification together with a proof π2φ : IC[π1φ/c] showing that
the intentional proposition IC is proved for this element. In other words, it says
that the intentional proposition IC holds within this context. With the example
above, the following diagnostic could be proved: Σc1 : C1.locatedIn(c1.x, c1.b) it
relates a record c1 to a diagnostic that consists of a localization process. We can
see the association context + intentional concept as a package from the outside.

3.2 Data structures

A correspondence between CTT and an ontology is established which in turn
switches the theory into an internal logic. However, constructing such an ontol-
ogy requires an appropriate language and we have selected the RDF language
(W3C) to take in account the future extension to distributed systems. RDF is
able to express labelled graphs with triples < subject, predicate, object > where
the subject and object may represent resources (e.g., URIs). This ontology can
represent simple types with subjects whose instances are objects related to their
types by the predicate ”is-of-type”. Type constructors, are objects related to the
subject ”Type” with the same predicate ”is-of-type” as above. In such a way,
we get a single relation for both types and meta-types (i.e., sorts). The Σ-types
are mapped into XML descriptions which themselves describe RDF resources in
order to support sharing and reuse. The XML Schema structures are isomorphic
to Lisp expressions and allow type inferences within the Theorem Prover. The
relations referred to as ”has-part-of” predicate arrange Σ-types and DRTs into
a hierarchical structure which model easily sub-typing relations (see figure 1).

111



Fig. 1. Typing of basic concepts and relations.

4 Case Study

A key feature of the type-based reasoning is the ability to reason with simple
ontological concepts without unnecessary typing and to express compound re-
lations with Σ-types that can be aggregated into DRTs. Let us consider a user
named Harry which attends a meeting located in room ECS210I within the
ECS building (scenario extracted from [6]. We have to derive from the onto-
logical knowledge that Harry is inside the ECS building. In [17], the authors
underline that for such a scenario, OWL offers a mechanism that is not straight-
forward to cope with composite relationships. Instead of classes and properties
as in the classical scheme, we introduce basic concepts with atomic types, sim-
ple relations with Σ-types and complex relations with nested Σ-types or DRTs.
The natural sub-typing relation between types is the well-known is a relation.
Domain rules can propagate the sub-typing relation to more complex relations
such as the part of relation.

σ1 : Σx : person.Σy : room . locatedIn(x, y)

The Σ-type σ1 has a proof term < Harry, < ECS210I, p1 >> where p1 is the
type of proof locatedIn(Harry,ECS210I). Then, assuming the coercion:

Γ, x : person, y : room, z : building ⊢ locatedIn(x, y) part of(y, z)

Γ ⊢ y ⊑ z

Applying this coercion to σ1, any argument inhabitant of the type room can take
inhabitants of the type building as well and therefore, we can derive a proof for
locatedIn(Harry, ECS).
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The user is located at 16 : 10 in the meeting room (current time) and the
meeting is scheduled to be held in the meeting room between 16 : 00 and 17 :
00. We have to deduce that John is in a meeting. For that purpose, a DRT
including all the required pre-conditions can be designed. Notice that constant
values are introduced through manifest fields, yielding complex constraints to
be described very simply. Then the DRT is related to a diagnostic (intentional
field) as described in section 3.1 and results in a pair σ1. In other words if the
DRT is proved, then the intentional type is proved as well.

σ1 : Σc1 :





t : time

t1 = ”16 : 00” : time

p1 : greaterThan(t, t1)
t2 = ”17 : 00” : time

p2 : lessThan(t, t2)
y : person

z : meetingRoom

p3 : locatedInAt(y, z, t)
m : meeting

p4 : holdIn(m, z)

. participatesIn(c1.y, c1.m)

5 Conclusion

On the one hand DRTs depict knowledge based on a support which encode the
ontological knowledge via the dependent types. Their high level of expressiveness
is obvious due to their wide use in NLP for solving linguistic subtleties. On the
other hand, Type-theory is free from both paradoxes and from unnecessary or
artificial formalization and it is more appropriate for automatic verification. The
theory is able to exploit as much domain knowledge as possible by providing
a mechanism by which this knowledge can be acquired, represented through
dependent types. One advantage claimed for this approach is that the ontology
can be checked for errors in the type-checking system. This approach also seems
a good candidate to bridge the gap between a logic formalism for reasoning about
actions and the ontological representation of knowledge. As for future work we
plan to investigate an intelligent graphical user interface to construct more easily
the reasoner.
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Abstract. This paper intends to show how a semiotic model akin to a dyadic 
semiotic can contribute to knowledge representation issues. In particular we 
hope that it offers a viable alternative to triadic semiotic models usually evoked 
to build conceptual structures and knowledge representations. 

Keywords: semiotics, triadic models, dyadic models, conceptual structures, 
knowledge representation, multi-viewpoints semiotics. 

1. Introduction 

The relation that attaches the notion of concept to the philosophy of language, based 

upon a triadic model is already present in the works of Aristotle (384 BC – 322 BC). 1

CS Peirce with his semiotic and phenomenological (phaneroscopy) theories 

introduced a triadic model of the sign in which each of its three components 

(representamen, interpretant and object) is itself a sign.  

Anything which determines something else (its interpretant) to refer to an object to 
which itself refers (its object) in the same way, the interpretant becoming in turn a 
sign, and so on an infinitum. (See [2].12 - 1902 - C.P. 2.303 - Dictionary Baldwin - 

"Sign”) 

However if this grand theory differs from the Aristotle’s model or from triadic 

models such that involved in the semiotic theory of Charles Morris, it shares the fact 

that “the sign stands for something, its object” even if as Peirce stressed it “It stands 

for that object, not in all respects, but in reference to a sort of idea, which I have 

sometimes called the ground of the representamen”.(see [2], 9 - v. 1897_- C.P. 2-228 

- Division of signs) 

A few authors pointed out that the semiotics of Peirce is a theory of knowledge. J. 

Fontanille for instance noted in [3] (p. 60) that Peirce in his theory offers three 

                                                       
1 In the beginning of “On interpretation” Aristotle states that: “Spoken words are the symbols 

of the states of the soul and the written words are the symbols of the spoken words. Just as 
writing is not the same for all the men, so the spoken words are not either the same even 
though these states of soul, which these expression directly symbolize, are the same for all, 
as are also those things of which our experience are the image”(see [1]. pp. 77-78 (I, 16a, 3-
8)). 
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different modes of grasping the signification. That is three different ways organized 

into a hierarchy in such a way that we can know the world of meaning.   

Indeed when considering phaneron, that is “the collective total of all that is in any 

way or in any sense present to the mind, quite regardless of whether it corresponds to 

any real thing or not”. (see [4]. Adirondack Lectures, CP 1.284, 1905), Peirce classed 

them into three categories: firstness, secondness, and thirdness.  

B. Bachimont ([5]. p. 309) noted that thirdness is the category of intelligence and 

mind, the category of knowledge. 
Whereas according to C.S. Peirce and after him, B. Bachimont, “Knowledge is 

indeed mediation between a subject and an object” ([5]. p. 309), we will propose a 

different view in this key issue. In the approach which will be introduced later, 

knowledge needs to be defined among a group of interacting subjects equipped with a 

semiotic competency.  

Which sort of competency is it? We adopt the stand that this competency is akin to 

a linguistic one. Admitting that no piece of knowledge can emerge in the absence of a 

human group and that knowledge is manifested through interactions among the 

subjects constituting that group, have consequences that we will develop later. One of 

the most noticeable is the possibility to define knowledge without any prior 

hypothesis about the existence of a corresponding object. 

2. Natural Language and Knowledge: a few Issues 

2.1 The Role of Natural Language in the Expression of Knowledge  

Common sense knowledge is usually expressed in natural language. As far as one 

considers that literature conveys knowledge about human experience in the broad 

sense, we must admit that the coding of this knowledge uses natural language. Most 

of the philosophical works are written down using almost exclusively natural 

language. Even more generally, most of the texts of humanities are based upon natural 

languages and so are based the knowledge they convey. The same is true too a large 

extent of social sciences even if formal languages can sometime be used. Using 
natural languages to express knowledge varies within empirical sciences and is 

debatable in the case of deductive sciences.  

On the other hand conceptual modelling presents itself as natural language 

modelling. “With a direct mapping to language, conceptual graphs serve as an 

intermediate language for translating computer-oriented formalisms to and from 

natural languages” [6]. 

However a conceptual conception of language that underestimates the role and the 

complexity of the plane of expression (associated with the signifier) in the analysis of 

the signified (which belonged to the plane of content) has been seriously criticized by 

F. Rastier. He also reminds us of the observation of E. Benveniste [8] that the 

Aristotle’s categories often used as universal ones, were only the adaptation on the 

philosophical plane, of categories attached to Greek. ([8], p.73). 
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The Question of the Reference in Linguistic Semiotics 

Since a linguistic semiotics in the sense, for instance, of Saussure or of Hjelmslev, 

depends on a conception of signs that does not require an extra-linguistic reference, 

the issue of the reference is addressed as a ‘meaning effect’ or as a ‘referential 

impression’. 

“What we call here reference is not the relationship between a representation and 
things or the state of things, but the relationship between the text and the non 

linguistic part of the practice where this text is produced and interpreted.  

However even if this definition of reference avoids a relationship between 

representations and things or state of things, it cannot avoid mentioning interactions 

with the physical world (i.e. percepts). Therefore, the definition of reference calls 

together different domains of knowledge: a semiotic sphere (associated with the 

linguistic level), a representation sphere (belonging to the psychological sphere) and a 

physical sphere (accounting for the “objects”) ([9], p.19). 

In order to avoid any reference to non linguistic references we proposed to 

consider them differently: they are phenomena that do not belong to any semiotics 

insomuch they are not reducible to a unique semiotic analysis and description. This 

precision allows us to transform the old question of the relation between “Words and 
Objects” (Quine) into a question about the meaning of a co-presence of different 

semiotic systems (ranging from sociolects to idiolects) expressed through the 

utterances and the enunciations. This issue is the target of the multi-viewpoints 

semiotics. 

3. Multi-Viewpoints Semiotics 

3.1 A Constructivist Motivation 

In previous works (see [10]) we argued that complex systems such as space 

systems are better understood when we admit that it is not possible to describe them 
within a unique discipline which would cover all its dimensions. For instance, instead 

of considering the space system designed by a team of designers from a single point 

of view (e.g. from a functional point of view or from an economical one) we proposed 

to consider the system just as a signifying object, the signification of which is to be a 

“space system” whichever the viewpoint we choose to observe it. This means that the 

system is only virtual when it is observed from a single point of view. It is virtual and 

not actual, because it lacks all its other dimensions (= the other viewpoints). Only all 

its dimensions can give an actual character to the system. 

It would not be satisfying to pretend for instance that a ‘space system’ or a part of 

it – its satellite’– are a meaningful or correspond to concepts only if there already 

exist corresponding objects. Even if they are actualized within different elements 

(such as contracts, requirements, models, simulations etc.) they are in no way realised 
before the launching phase. Sometimes the space system is completed on the last 

phases of the mission. 
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These empirical considerations lead us to favour a constructivist epistemology. In 

such an epistemology the objects are not supposed to exist before one can formulate 

question about their existence. In its most radical form, such an epistemology 

stipulates that the objects we study result from the theory we use to “describe” them. 

A triadic semiotics as far as it supposes the existence of an object, deviates from 

this posture2.  

3.2 Definition of a Viewpoint 

In an intuitive manner we define a viewpoint as the way that an individual or a 

group of people (corresponding respectively to individual and collective viewpoints) 

forms a signification.  

Let us make clear that this formation is related to the plane of content. Here 

content is opposed to expression. This distinction, although simple to understand is 

important for any linguistic semiotics. Let us give an example: the expression ‘dog’ 

(in English) the expression ‘Kringmerk’ (in Eskimo), the expression ���(in 
Persian) or the expression 

 ! "  ! #  (in Sanskrit) all four have the content dog. The 

content of an expression corresponds to the signified. The expression of a content 

corresponds to the signifier. 

Let us give a simple example in order to give an intuitive idea of what the 

viewpoint concept includes. 

Example: Even if each of the above expressions means dog in all the four 

languages that we choose, they do not imply that a native writing or uttering it has the 

same view whichever his/her language. An English man or woman even would have 

in mind a domesticated animal trained for hunting or watching or maybe, used as a 
companion animal.  But other semantic definitions are possible quite different from 

the previous one. In Eskimo society the [content] dog is equivalent to working dog
used as a sled dog. The Persian would define it as a sacred animal. Hindu people on 

the opposite would have a pejorative definition of it as a pariah. (see [11], p.61).  In 

this example we have at least four definitions of the content ‘dog’ each of them being 

a view produce from a different viewpoint. Hjelmslev says that these different 

meanings that occur on the plane of content according to the culture of the speakers 

correspond to as many substances of content. Let us note that we did not consider 

above metaphorical or informal usages at least in English of the expression ‘dog’ but 

its literal usage. 

Let us now introduce another notion: that of form. It is well known after Saussure 

that language is built upon differences. In “La structure morphologique” [11] L. 
Hjlemslev introduces a nuance: “The famous maxim according to which every thing 
is bound in the system of language has often been applied in a too rigid, too 

mechanical and to absolute manner. […]. It matters to acknowledge that everything is 

                                                       
2 Let us note by the way that the mentioning of three levels of existence does not imply that we 

are dealing with a triadic semiotics, we are simply faced with different modes of semiotic 
existence as pointed out by J. Fontanille: “Peirce does not differs from Saussure’s, 
Guillaume’s or Hjelmslev, with his ternary structure: although the theory he derives from 
that is very different, he also presents the different steps of a modal development of 
signification” [3] p.63. 
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bound, but that everything is not bound in the same way, and besides 

interdependencies, there exists purely unilateral dependencies as well as [non 

constrained relations]”. (p. 123). The structure that is the constituting feature of a 

language “must not be confused with the interdependency; the very notion of 

structure implies the possibility of a relative independence between certain parts of 

the system. Describing the system is both to account for dependencies and 

independencies” (pp. 123-124) 

With this conception, language corresponds to a pure form which is defined 
independently of its social realization and of its material manifestation. In that case 

language is in Hjelmslev’s terms, a linguistic schema. 

In order to make it clearer, we can add that the schema is both opposed to the norm 

and to the usage, that Hjelmslev defined in the following way: when language is 

considered as a material form, defined by social realization but still independent of 

details of its manifestation it is a (linguistic) norm; when it is considered as a set of 

habits adopted by a given society and defined by the observed manifestations. It is a 

(linguistic) usage. ([11], p.83)3. The substance of content (as well as the substance of 

expression) is an entity that belongs to the usage.

The form of content is an entity that belongs to the schema. The signification of a 

substance is the function which associates a form to a substance. The form is said to
be manifested, the substance is said to be manifesting. Once a form is established in

cohesion with other (formal) entities of the same plane, possible manifesting

substances are discarded.

For instance in the expression “a piece of furniture made of wood” the substance a 
hard fibrous substance comprising the largest part of the stems and branches of trees 
and shrubs manifests the form of content associated with the expression and therefore

excludes the substance a collection of growing trees.
In summary the definition of the viewpoint we have proposed when considered 

from the Hjelmslevian terminology, receives a more precise meaning. However this 

definition remains rather general. 

Let us end this section by noting that “what” a semiotics uses as data is text4

Despite its apparent concrete character, text is an elusive “thing” which is grasped

only through the conjoint analysis of the two planes, content and expression.

According to Hjelmslev, the very terms of plane of expression and of plane of content

and in a more general way, of expression and content, have been chosen according to 

                                                       
3 Let us give an example situated on the plane of expression by considering three different way 

to define the French ‘r’: Considered within the linguistic schema ‘r’ (a) belongs to 
consonants (as opposed to vowels (b) can be in first position (as in rue ) or in last position (as 
in partir) (c) ... This definition is based upon dependencies. Within the linguistic norm, the 
description of ‘r’ in French is limited to minimal indications about its phonic manifestation, 
but no precision is given about its articulatory points. This definition depends upon a social 

realization. Within the linguistic usage, the definition of ‘r’ in French is realized through all 
the qualities usually observed in the pronunciation of it; in particular its articulatory points. 
This definition used observed manifestations. 

4 “The theory of language is concerned with texts and is goal is to give a procedure in order to 

the recognition of a given text thanks to a non contradictory and exhaustive description of 
this text. But it must also indicate how we can in the same way recognize any other text of 
the same supposed us nature by giving us useful tools for such texts”. ([11] pp.26-27) 
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their usual usage and are quite arbitrary5. It is why, it is acceptable to consider that a 

text is the result this analysis and does not exist outside any analysis of this sort. 

3.3 Elements of a Multi-Viewpoint Semiotics  

In very general terms a multi-viewpoints semiotics can be defined as a conceptual 

building, which aims at clarifying the condition of grasping and of production of the 

meaning of “being in the presence of other viewpoints”. 

These conditions involve considering (in case of two viewpoints) the dependencies 

(interaction) that exists between the different strata involved in the description of texts 

with respect to each viewpoint and between these viewpoints through the 

corresponding strata.We say that exist a confrontation of two viewpoints whenever 
we can analyze the dependencies that exists between the two viewpoints according to 

the analytical method we outline and in particular by being compatible with the 

description of the texts. A view from a viewpoint is the manifestation of a substance 

in a form, in other words it is a signification. 

The correlation of viewpoints: two viewpoints that have been considered within a 

confrontation are correlated, provided, it is possible (after a negotiation process), to 

produce views from each viewpoints which are semantically and logically compatible 

with respect to the other viewpoints. Let us remark that semantic and logic 
assessments are relative to the substances and not to the forms (in Hjelmslev’s terms) 

3.4 Definition of Knowledge within a Multi-Viewpoint Semiotics  

Within this theoretical framework, it is possible to define the concepts of information 
knowledge and data which corresponds to views produced by viewpoints at different 
stage of the process of interaction of the viewpoints. 

• A piece of information is a view with respect to a viewpoint when a confrontation 

with other viewpoints occurs; 

• A piece of knowledge is a view with respect to a viewpoint as a result of a 

negotiation process with other viewpoints, assuming that a confrontation took 

place before. 

• Provided we can consider that confrontation of a given viewpoint with other 

viewpoints is a non evolutionary process, then regarding confrontation these other 
viewpoints can be put in parentheses (or considered as so). In such a circumstance 

a view from the given point of view is defined as a piece of data. 

The producing of a piece of knowledge therefore takes place during a negotiation 

process. This process is interpretable as the repairing of the identity (see [13]), the 

identity of the object: (a) being designed or (b) manifesting an anomaly the cause of 

which is looked for, or (c) being the target of a risk analysis process. 

                                                       
5 “According to their functional definition, it is impossible to sustain that it is legitimate to call 

one of this entity expression and the other content and not the way round. They are defined 
as interdependent and neither one nor the other can be defined more accurately. Considered 
separately, they be defined only by opposition and in a relative way, as [terminating 
elements] of a same function which are opposed one another” ([12] .p. 79). 
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4. Knowledge Representation 

What knowledge representation and concept modelling mean within such a 

framework? Being defined with respect to a context (viz. the viewpoints which get a 

correlation) a piece of knowledge (with respect to one of these viewpoints) may 

regress to the status of a piece of information even to the status of a piece of data, if 
the viewpoints that constitute this context evolve, disappear, or are joined by new 

ones. Everyone knows that such evolutions necessarily occur within any complex 

system. This means that one objective that we must set to knowledge representation 

and concept modelling, is to define and to achieve the minimal set of conditions 

which can make possible the reconstruction of knowledge (with respect to at least one 

viewpoint).A part of the answer to this issue is given by mathematics and the texts 

they produce. In what follows we will just skim the remarkable semiotic study of 

algebraic topology that Alain Herreman produced [14]. In the first pages of his study 
he wonders if the abstract character of mathematics is relevant to describe a text, a 

mathematical concept or an historical development in that field. He concludes that the 

concept of abstraction and its avatars do not enable us to deal with these issues nor to 

study the mathematical texts from this respect. It does not even enable us to compare 

them to each other, nor finally establish historical or epistemological assessments” 

([14], p.10). In order to carry out his project he turns to the semiotic theory of 

Hjelmslev. His corpus is made of the three texts of Henri Poincaré (1895, 1899, 

1900), one of Oswlad Veblen (1922), one of James W. Alexander (1926), and one of 
Solomon Lefschetz (1930). All the texts are about algebraic toplogy. The structure of 

a sign through out all these texts is generally the following: ([14], p.20) : a natural
expression, a notational expression, a content, a semiotic function [between the form 

of the expression and the form of the content] 

He observes that depending on the authors, several planes of content intervene 

through out their writings: ([14], p.23): a geometric content, an arithmetic content, a 

set-theory content, an algebraic content. A few planes are usually combined within a 

text. These combinations characterize a text and/or an author. 
Besides these semiotic elements, he points out procedures that the authors use in 

order to establishing semiotic functions, setting expressions and contents organize the 

[semiotic] system of his text. ([14], p.39). A. Herreman calls this practice the semiotic
conditioning. For instance semiotic operators are present in sentence such: “I name 

…”, “I call …”, “I note …”, “An n-dimensional complex Cn consist of …”. 

A. Herreman concludes his study noting that: “The mathematical texts seem 

enriched by a large semiotic diversity: their signs could be complex, they are not of 

the same nature, and they can differ from one text to another. In addition, the study of 
the semiotic conditioning, shows that the signs are not the only a means of expression 

but that the mathematician can pay attention to them and produce utterances for their 

elaboration”. ([14], p.324). 

What is observed by A. Herreman in the case of mathematical texts can be 

translated within the semiotic framework we propose. A mathematical text manifests 

the presence of several viewpoints (geometric, arithmetic, set-theory, algebraic and 

the one that correspond to the semiotic conditioning). Each author organizes these 

viewpoints, or at least a few of them, in a manner that is characteristic of his “style” 
and of his scientific intention. The readers and among them the author himself, have 
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no choice but correlate these viewpoints including his/her own viewpoint in order to 

produce views that have the expected status of knowledge. This situation differs from 

engineering and technology where such sophistications do not exist. This suggest that 

a better understanding of viewpoints interactions in the expressions of knowledge will 

help in building more robust knowledge representations and conceptual modelling of 

artificial systems. 

5. Conclusions 

In this paper we examine how a multi-viewpoints semiotics can contribute to the issue 
of knowledge representation. A linguistic semiotics offers a convenient framework for 

analysing natural languages. But it needs to be more elaborated in order to dealing 

with the question of reference. Within a multi-viewpoints semiotics that we outlined, 

it is possible to define knowledge without any prior hypothesis about the existence of 

an object. We address the question of knowledge representation within this 

framework. The case of mathematical texts offers suggestion toward more robust 

knowledge representation and conceptual modelling. 
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Abstract. This article illustrates Conceptual Graph networks representing the

content of courses to help students understand, relate, compare, memorize and

retrieve many of their concepts. It shows that the ontology of WebKB-2 and its

FL notation could be exploited by lecturers to create normalized representations

in a scalable way and relatively quick way. They also permit the students to

complement these representations, thus providing lecturers with ways to test the

students' understanding and analytical skills. Very strong mechanisms

supporting semantic checking, cooperation support and normalization need to

be implemented for the approach to be successful. Current semantic wikis and

knowledge servers (WebKB-2 included) are far from fulfilling such constraints.

Keywords: knowledge representation/sharing/retrieval/learning/evaluation

1   Introduction

Most of Semantic Learning Web projects [1, 2] and all Learning Object related

standards or practices [3, 4, 5, 6] exploit simple meta-data : concept types/instances or

mere keywords are manually or automatically associated to learning materials or

students' user profiles. In more fine-grained approaches, semantic networks are used

for representing the content of the course and/or the knowledge learnt by the students.

Some of these networks are fully formal and very difficult to create, e.g., those of the

Halo project [7] intended to solve some chemistry test questions automatically. Other

semantic networks are mostly informal (and manually or automatically created), as in

projects using Concept Maps [8, 9], or their ISO version, Topic Maps [10, 11].

In [12], the authors detail some problems with these networks and with the

different kinds of approach currently used for indexing, representing, organizing,

sharing and retrieving information (e.g., document retrieval approaches, fully formal

or mostly informal approaches, approaches based on the mostly independently

creation of (semi-)formal resources). First, they are insufficient for precision-oriented

information retrieval and learning support. Second, they cannot be made much more

precise, efficient or scalable, since they do not permit to create a normalized, formal,

expressive, easy-to update network of concepts/statements semantically related to

other concepts/statements (for example, by relations of specialization, argumentation,

instrumentation, correction, authorship, spatial/temporal location and modality).

However, the authors of [12] also provide solutions to the above cited problems. This

is done using the KB server WebKB-2 [13] as an example (a KB server permits Web

users to update one or several shared knowledge bases, and/or allow them to
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exchange knowledge between the KBs of the users). First, a normalized semantic

network can be cooperatively and incrementally created by Web users. Second,

protocols and replication mechanisms permit to remove implicit redundancies and

inconsistencies within such a network as well as between networks (thus, it does not

matter which knowledge base a user updates or queries first: the advantages of

distribution and centralization are combined and there is only one "virtual" network).

Although already mostly implemented and having many advantages in the medium

and long term, the proposed knowledge sharing approach suffers from two problems

common to all precision-oriented knowledge acquisition/retrieval approaches, that is,

approaches where the semantic network has to be (semi-)formal and displayed to the

users: (i) people need to learn how to read such networks or knowledge

representations, and (ii) entering knowledge representations requires much more

intellectual rigor than writing informal sentences. The unwillingness of most people

to learn new notations (e.g., musical notations, mathematical notations and

programming languages) is well known. Furthermore, most people have not heard

about knowledge representation languages nor about the usefulness of learning one.

Yet, the author believes that his approach has some future with (at first) researchers,

teachers and students since (i) the need of using very small learning objects is now

well recognized by the e-learning research community [3, 5], (ii) the economy of time

and resources brought by the use of truly re-usable learning objects will be

understood by more and more e-learning/university teachers and administrators,

(iii) more and more teachers are involved in e-learning, (iv) it is part of the roles of

teachers and researchers to (re-)present knowledge in explicit and detailed ways,

(v) the approach permits a better evaluation of the knowledge and analytic skill of the

students than less precision-oriented approaches, and (vi) providing the semantic

organization of the content of teaching materials (instead or in addition to these

materials) help students find, compare and memorize the information scattered in

these materials. This last point was recognized by many of the students after they had

learnt how to read the semantic networks prepared for them.

During the period of his e-learning fellowship [14], the author represented the

content of three courses given by three different lecturers at Griffith Uni. Section 2

shows an extracts of one semantic network, with some additions made by the

students. Indeed, as part of his/her homework, each student was asked to add at least

twenty relations to the networks. The semantic content of these additions were

evaluated by the author (did they make sense? were they interesting?). The conclusion

draws some lessons of this experiment. Thus, this article does not repeat but truly

complements a previous article [13]: indeed, this new article does not describe the

approach or features of the WebKB server, nor does it compare them to other

approach or features, but it presents the result of their use in a teaching context.

2   Presentation of a Semantic Network

The input files containing the initial knowledge representations for the three courses

are accessible from http://www.webkb.org/kb/it/. These input files were loaded into

(i.e., executed by) WebKB-2 and hence their formal objects (concepts or statements)
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became part of the unique global semantic network that can be queried, browsed and

complemented by any Web user via WebKB-2 (http://www.webkb.org). The students

were given the URL of WebKB-2 and the URLs of the input files for their courses.

As shown in Figure 1, within each file the formal representations are included within

sections and indented. This indentation most often reflects the specialization relations

existing between the represented objects. The FL (For-Links) notation [15] used in

these files is the most concise possible formal notation that is as expressive as

RDF+OWL. It is similar to N3 but has a more regular structure. FL was derived by

the author from CGLF. It permits to pack much more information into a certain

amount of space than other notations, especially graphic notations, and hence reduces

the needs for scrolling or browsing. This permits people to see many relations

between the formal objects, and hence better compare and understand these objects.

In the figures, no cardinalities are explicitly associated to the relations between the

objects. Thus, each statement in these figures follow the generic schema "CONCEPT1

RELATION1: CONCEPT2 CONCEPT3, RELATION2: CONCEPT4, ...;". Such a statement

should be read: "any CONCEPT1 may have for RELATION1 one or many CONCEPT2,

and may have for RELATION1 one or many CONCEPT3, and may have for RELATION2 one

or many CONCEPT4, ...". Some comments within the figures explain how the creators

of each object (here, relation or concept/relation type) are made unambiguous; please

note the example of the relation added by the student "s162557".

Very few relation types were required for representing the three courses in a

precise and normalized way. Most of these types were: subtype, instance,

specialization, part (physical_part or subtask), technique, tool, definition, annotation,

use, purpose, rationale, role, origin, example, advantage, disadvantage, argument,

objection, requirement, agent, object, input, output, parameter, attribute,

characteristic, support and url. (This list is ordered topically, not by frequency of

occurrence). This list is small compared to all the basic relations that can be found in

top-level ontologies or that would potentially be needed if long and diverse natural

language texts had to be represented. This shows that the above list includes many of

the most important (i.e., primitive and common) relation types.

The large ontology of WebKB-2 [16] is a transformation of WordNet into a

genuine lexical ontology and its extension with many top-level ontologies. Using FL

and this ontology, it was not too difficult to categorize all the important concepts and

represent all the important facts (relationships between concepts) contained in the

source learning materials of the three courses. This representation by extension of a

large shared ontology eases knowledge retrieval, re-use and understanding.

Although using a KB server such as WebKB-2 is unavoidable to allow the

representation, querying and cooperative updating of a large semantic network, the

author found that a structured document editor (SDE; for example Amaya - the W3C

Web browser - or any other XML editor) would have been a useful intermediary or

complementary tool: (i) the manual creation of the representations would have been

much easier if the source documents had been organized via a SDE instead of Word

or Powerpoint, (ii) the manual exploitation of the input files would have been simpler

with a SDE since for example some sections could have been temporarily hidden, and

(iii) despite its predefined document schemas and semantic un-awareness, a SDE

could also guide beginners in the creation of files and representations similar to the

FL representations illustrated below.
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Fig. 1. Extract from a file representing statements from a book in

Workflow Management (here referred to by the variable $book).
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Fig. 2. Command to display the specializations of a type, followed by its first result

(wfm#workflow_management, along with some of its related objects; here, an

informal format looking like FL is used for the display).

The approach includes those of argumentation-based collaboration tools (e.g., [17])

but also allows (i) more expressiveness when required (e.g., relations on relations),

(ii) the exploitation of the recording of votes and object creators for filtering or

evaluation purposes, and (iii) a more normalized representation of knowledge [12].

WebKB-2 was used to create the semantic networks. Unfortunately, the students of

the WFM and Multimedia courses had to use a classic wiki instead of WebKB-2 for

entering new statements because (i) the implementation of the graphic interfaces and

parsing of some new features of FL was not at a sufficiently advanced stage at that

time, and (ii) no time was allowed for training the students to use FL in a correct way

(nor for giving them any real introduction to "knowledge representation"; the students

were only shown how to read the representations and to avoid some ontological non-

senses). The outcomes of the use of a wiki was that, except for some rare students,

most of the additions by the students contained lexical errors (for example, typos or

badly formed identifiers), syntactic problems (this is understandable), ontological

problems (meaningless relationships, redundancies, inconsistencies) and indentation

problems. In [18], a detailed list of errors made by the students of the WFM course in

their first "semantically structured learning journals" was given.

The syntax used for displaying the semantic network was a big issue for the

students, although curiously one of them thought that "most of the notations were
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intuitive or well known". Controlled languages are not a solution since, like natural

languages, they cannot display information in a sufficiently structured way;

[15] presents Formalized English (a formal controlled language derived from the

Conceptual Graph Linear Form) and compares it to several other notations. The use of

FL with a good indentation leads to a structured display but which is apparently not

explicit enough for beginners. Understanding the structure and scope of the described

relations was the students' main problem. Although more space-consuming than FL,

an interface based on structured elements (e.g., XML elements or embedded HTML

tables) with specific background colors - and menus associated to each element -

seems necessary for permitting beginners to immediately understand the structure and

scope of the described relations - and complement them more easily. However,

precise knowledge representations necessarily include elements such as cardinalities,

quantifiers, sets or contexts, and therefore require the use of a special notation to

express them and their scopes (structured elements are of no help for displaying such

additional intertwined scopes). Using special notations for presenting information

often has a lot of advantages. This is illustrated by the above survey synthesis itself

since (i) a large table would have been impractical to display, and (ii) a list of tables

(or worse, individual surveys) would have not permitted people to easily compare and

understand the information.

3   Conclusion

WebKB-2 has various input-output formats and many presentation options but, as

previously noted, an additional format exploiting structured document elements seems

necessary. The full implementation of the interfaces and mechanisms permitting the

users to cross-evaluate each other's statements also need to be completed urgently.

Finally, it is essential to complement the cooperation protocols [12, 13] with much

stronger mechanisms to detect inputs that are either semantically incorrect or

potentially redundant/contradictory with already existing statements. On the other

hand, enhancing the search and browsing methods is not urgent and no user model is

required: displaying large amounts of well structured information as query/navigation

results appears sufficient to let the users quickly find the information they want.

The temporary use of a wiki confirmed how inadequate wikis are for (i) letting

people collaboratively build structured knowledge, and (ii) evaluating them doing so.

Indeed, the ease-of-use of wikis does not compensate for their lack of semantic

structure, semantic checking and cooperation protocols. Current semantic wikis are

only timid advances toward the support of semantic structures/checking. Apart from

OntoWiki [19] which includes the features of a frame-based system, most semantic

wikis offer very little support for fine-grained systematic knowledge modelling. For

example, within a page, Semantic MediaWiki [20] only allows to set semantic

relations from/to the object represented by the page, and only in a rather hidden way

within an unstructured text. No current semantic wiki has genuine cooperation

protocols.

The goal of the author is the scalable cooperative building and cross-evaluation of

structured knowledge. To achieve it he also aims for the efficient retrieval of this
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knowledge, its deep-learning and the evaluation of this deep-learning. The author has

collected or designed and implemented the minimal components that a KB server

should have to support that goal, for example, a large general ontology, expressive

and concise notations, normalization techniques and cooperation protocols. The

author does not believe that the complexity inherent to that goal can be hidden to the

knowledge providers or readers. Instead of going for other goals permitting that

complexity to be hidden, or instead of aiming a KB server at trained knowledge

engineers only, the author has made the rare choice of trying to progressively bring

people to use it. As explained in the introduction, these people will first have to be

researchers, lecturers and students and, preferably, in knowledge engineering related

domains. If the approach is successful, it will be progressively adopted by other

communities.

The first tests of the author had to be done on courses unrelated to knowledge

engineering. They confirm the urgency of implementing more features. Unlike data

management tools, knowledge base management tools cannot come in small

independent tools. Indeed, KB management tools must be full-featured to be adopted.

Limiting their number of features to reduce their complexity is not a winning strategy

[21], however tempting and popular it may be. This is especially true to achieve the

constraint of "scalability", that is, to reduce future extension problems and keep

guiding users as the knowledge base grows.
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Abstract. We propose a representation of simple conceptual graphs with binary 

conceptual relations, which is based on finite-state automata. The representation 

enables the calculation of injective projection as a two-stage process: off-line 

calculation of the computationally-intensive subsumption checks and encoding 

of the results as a minimal finite-state automaton, and run-time calculation by 

look-up in the minimal finite-state automaton using the projection query as a 

word belonging to the automaton language. This approach is feasible since a 

large part of the projection calculations does not depend on the run-time query 

but only on the relatively static statements in the knowledge base. 

Keywords: projection, off-line preprocessing, efficient run-time calculations 

1   Introduction 

Conceptual Graphs (CGs) are based on logic and graph theory [1]. Many researchers 

contributed to the CGs elaboration and extension, e.g. the notion of support was 

formally introduced in a later paper [2]. The CG graphical structure visualises the 

identity of the variables, constants and predicate arguments in the corresponding 

logical formulas. A labeled graph morphism, called projection, defines specialisation 
and generalisation relations over CGs. Given two CGs G and H it holds that H G iff 

there is a projection from G to H [1,2]. The injective projection is an isomorphism, 

i.e. the image of G in H is a subgraph Gp of H such that Gp is isomorphic to G. 

The most effective algorithms for computing CG projection rely on graph theory. 

They search for structural similarity and subgraph mappings between the projection 

query and the CGs in the Knowledge Base (KB). Given two CGs G and H, it is NP-

complete to decide whether G!H. However there are large classes of CGs for which 

polynomial algorithms for projection exist when the underlying ordinary graphs are 

trees [3,4]. Projection is computed for the so-called Simple Conceptual Graphs 
(SCGs), which are equivalent to the positive, conjunctive and existential fragment of 

first order logic without functions [5]. Here we model the SCGs by finite-state 

automata (FSA), to exploit their operational efficiency. 

Section 2 defines important notions. The FSA-based encoding of SCGs is 

presented in section 3. Section 4 sketches the idea of injective projection calculation 

in run-time. Experimental evaluations and the conclusion are given in section 5. 
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2   Basic Notions 

Here we define the support for binary conceptual relations only: 

Definition 1. A support S is a 4-tuple (TC, TR, I,  ) where: 

  TC is finite, partially ordered set of distinct concept types. For x,y!TC, x y 

means that x is a subtype of y; we say that x is a specialisation of y; 

  TR is finite, partially ordered set of distinct relation types. TC"TR=#. Each 

type R!TR has arity 2 and holds either between two different concept types x,y!TC or 

between two distinct instances of a concept type x!TC. Pairs (c1maxR,c2maxR)!TCxTC, 

called star graphs, are associated to each type R!TR; they define the greatest concept 

types that might be linked by R. A type R!TR holds between x,y!TC iff x c1maxR and 

y c2maxR. For R1,R2!TR and R1 R2, it holds that c1maxR1 c1maxR2 and c2maxR1 c2maxR2; 

  I is a finite set of distinct individual markers (referents) denoting specified 

concept instances. TC"I=# and TR"I=#. The generic marker $, $%(TC&TR&I), 

refers to an unspecified individual of a specified concept type x. For all i!I, i $; 

  The mapping  : I"TC defines correspondences between instances and 

concept types. So concept types have instances in contrast to the relations types. # 

Definition 2. A simple conceptual graph with binary conceptual relations G, defined 

over a support S, is a connected, finite bipartite graph (V = VC&VR, U, ') where: 

  The nodes V are defined by VC – the set of concept nodes (c-nodes) and VR – 

the set of relation nodes (r-nodes). VC(#, i.e. each SCG contains at least one node; 

  The edges U are defined by ordered pairs (x,r) or (r,y), where x,y!VC and 

r!VR. The edges are directed either from a c-node to a r-node – like the incoming arc 

(x,r), or from a r-node to a c-node – like the outgoing arc (r,y). For every r!VR, there 

is exactly one incoming and one outgoing arcs, incident with r; 

  The mapping ' associates labels of S to the elements of VC&VR. Each c!VC 

is labeled by a pair (C, marker(C)), where C!TC and marker(C)!I&{$}. A c-node 

with generic marker is called a generic node, it refers to an unspecified individual of 

the specified concept type. A c-node with individual marker is called an individual 

node, it refers to a specified instance of the concept type. Each r!VR is labeled by a 

type R!TR. The 1st argument of R is mapped to the c-node linked to the incoming arc 

of r while its 2nd argument is mapped to the c-node linked to the outgoing arc of r. # 

The SCGs introduced by definition 2 can contain cycles but no multi-edges and 

loops. They may contain nodes with duplicating labels since ' associates repeating 

labels to the elements of VC&VR. Then all generic concept nodes of the same type are 

treated as distinct c-nodes of the underlying graph. Such nodes represent distinct 

instances, as we consider no coreference links between the c-nodes. We shall deal 

with non-blank, simplified SCGs [1] in normal form [5]. So we work with SCGs 

whose logical semantics is expressed by a 'minimal number' of support symbols. This 

is a kind of $canonical$ format with exactly one label for each concept instance in the 

SCG logical formula and for each relation holding between two different instances. 

Definition 3. A injective projection ): G"H is a graph morphism such that 

)G*H has the properties: (i) for each concept c in G, )c is a concept in )G where 

type()c)   type(c). If c is individual, then referent(c) = referent()c); (ii) for each 

relation r(c1,c2) in G, it holds that )r()c1,)c2) is in )G; (iii) )G is isomorphic to G.   
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Definition 4. A Finite State Automaton A is a 5-tuple ‹!,Q, q0,F, +›, where ! is a 

finite alphabet, Q is a finite set of states, q0!Q is the initial state, F*Q is the set  of  

final states,  and   + * Q x ! x Q is the transition relation. The transition ‹q, a, p›!+ 

begins at state q, ends at state p and has the label a.   

Definition 5. Let A be a FSA. A path c in A is a finite sequence of k>0 transitions: 

c = ‹q0, a1, q1› ‹q1, a2, q2› … ‹qk-1, ak, qk›, where ‹qi-1, ai, qi›!+ for i = 1,…,k. The 

integer k is called the length of c. The state q0 is called beginning of c and qk is called 

the end of c. The string w = a1 a2 … ak  is called the label of c. The null path of q!Q 

begins and ends in q with label ", where " is the empty symbol.   

Definition 6. Let A = ‹!, Q, q0, F, +› be a FSA. Let %* be the set of all strings over 

the alphabet !, including the empty symbol ". The generalised transition relation +* 

is the smallest subset of Qx%*xQ with the following two closure properties: (i) For all 

q!Q  we have ‹q, ", q›!+*; (ii) For all q1, q2, q3!Q and w!!*, a!! : if ‹q1, w, q2›!+*   

and  ‹q2, a, q3›!+, then ‹q1, w·a, q3›!+*.   

Definition 7. The formal language L(A) accepted by a FSA A = ‹!, Q, q0, F, +› is 

the set of all strings, which are labels of paths leading from the initial to a final state: 

L(A):= { w!!* | , q!F : ‹q0, w, q›!+* }. These strings are called words of L(A).   

The FSAs accept regular languages. Every finite list of words over a finite alphabet 

of symbols is a regular language. Among the deterministic FSAs which accept a given 

language, there is a unique automaton (excluding isomorphisms) which has a minimal 

number of states [6]; it is called the minimal automaton of the language. There are 

algorithms which construct the minimal automata, given deterministic FSA. 

Definition 8. Let A = ‹!, Q, q0, F, +› be a FSA. Let %+ be the set of all strings w 

over the alphabet !, where |w|!1. The automaton A is called acyclic iff for all q!Q 

there exist no string w!%+ such that ‹q, w, q›!+*.   

Definition 9. A FSA with markers at the final states A is a 7-tuple 

‹!,Q,q0,F,+,E,-›, where ! is finite alphabet, Q is finite set of states, q0!Q is the initial 

state, F*Q is set of final states, +*Qx!xQ is the transition relation, E is finite set of 

markers, and -: F.E is a function assigning a marker to each final state.   

3   Off-line Encoding of SCGs as Finite State Automata 

We are looking for an internal encoding of the SCGs with binary conceptual relations, 

which maps the SCGs to words of symbols and provides a unified enumeration of: (i) 
all SCGs, defined according to a support, (ii) all their subgraphs and (iii) all injective 

generalisations of (i) and (ii). Actually we aim to interpret them as a a finite regular 

language over certain finite alphabet. The encoding has to reflect the particular 

topological structure of the SCGs but should not contain graph-dependent indices, 

since we intend to further use this conceptual resource in run-time, when its symbols 

have to be matched to the symbols of (all future) projection queries. Perhaps all the 

subgraphs and their injective generalisations are too many and the brute-force 

enumeration makes no sense even if it is calculated off-line. However, we can filter 

only the subgraphs which have conceptual interpretation according to the support. 

Definition 10. Let G be a SCG with binary conceptual relations. A conceptual 

subgraph Gcs*G is a connected graph which is a SCG according to definition 2.   
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Example 1. Figure 1 introduces a sample support, using examples from [1] and [4]: 

TC = {ATTRIBUTE, STATE, EVENT, ENTITY, ACT, PHYS-OBJECT, NAÏVE, LOVE, 

          EGOISTIC, ANIMATE, ANIMAL, PERSON} with partial order shown at Fig. 1; 

TR = {ATTR, EXPR, OBJ } with partial order and star graphs shown at Fig. 1; 

I = {John, Mary} which are not ordered;  (John) = PERSON,  (Mary) = PERSON. 

Fig. 2 shows the SCGs G1 and G2, defined over the support given at Fig. 1. Figure 3A 

presents a conceptual subgraph of G2. Fig. 3B shows a connected subset of G2 nodes 

and edges, which has no conceptual interpretation according to the support. There 

exist connected bipartite graphs which cannot be interpreted as SCGs in any support, 

e.g. the one at Fig. 3B. Below by 'subgraphs' we shall mean 'conceptual subgraphs'. 

The formula operator #, defined in [1], translates non-blank SCGs with binary 

conceptual relations to logical formulas with monadic predicates, corresponding to the 

c-nodes, and binary predicates rel(c1,c2) corresponding to the r-nodes. In the binary 

predicates, rel is a r-node label and c1,c2 are either variables for the generic c-nodes, 

or referents for the individual c-nodes. Replacing the variables by their c-nodes' labels 

and the referents by the string type:referent, where type is the label of the respective 

c-node in TC, we can encode the information of the monadic predicates within the 

binary ones. Then every SCG formula  rel1(c11,c12)  &  ….  &  relk(ck1,ck2) 

can be easily linearised as a sequence of triples which consist of support symbols: 

c11  rel1  c12     c21  rel2  c22    …     ck1 relk ck2 where cij, 1 i k, j=1,2 are either concept 

type labels or strings type:referent. 
The symbols used in this encoding correspond directly to the support labels which 

are meaningful for all SCGs in the KB as well as for the potential run-time projection 

queries. However, some of the generic concept types' labels might be duplicated, due 

to two different reasons: (i) they represent equivalent instances whose configuration 

reflects the topological structure of the underlying connected bipartite graph; (ii) they 

 

 
Figure 1. Partial order of concept and relation types and star graphs 

 

 
Figure 2. A knowledge base of two SCGs with binary conceptual relations G1 and G2 

 

 
Figure 3A. A conceptual subgraph of G2        Figure 3B. Connected nodes of G2, which 

              do not form a conceptual subgraph.   
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represent different unspecified instances belonging to the same concept type. 

Therefore we have to distinguish the two kinds of duplication and to mark the 

duplicated labels of the generic concept types, which refer to equivalent concept 

instances. For instance G2 contains such duplications; the sequence of triple labels  

LOVE  EXPR  PERSON   LOVE  OBJ  PERSON  corresponds to three facts: (f1) 

“there exists a person who loves another person”, (f2) “there exists a person who 

loves himself” and (f3) “there exist a person who experiences one kind of love and 

he/she is object of another love”. A marker for the equivalences of the unspecified 

instances will ensure proper SCG encoding and, in addition, proper run-time 

treatment. Please note that a projection query with labels e.g. LOVE EXPR 

ANIMATE  LOVE OBJ ANIMATE has to be projected in run-time to only one of 

(f1), (f2) and (f3) depending on its c-nodes identity. Therefore we need a unified 

approach to encode and recognise the c-nodes identity for all SCGs. 

Describing all possible identities of n arguments is connected to the task of finding 

all ways to partition a set of n elements into nonempty, disjoint subsets. Each partition 

defines an equivalence relation of its members. The number of partitions is given by 

the so-called Bell numbers B1, B2, ... . We are interested in partitions of even number 

of elements, since the arguments of binary conjuncts are even numbers. Let us 

consider in more detail the similarity between the partition task for a set of four 

elements and our task to define structural patterns for argument identity of two binary 

predicates with four arguments. Let the four set elements be x1, y1, x2, y2 and the SCG 

with two binary predicates be correspondingly rel1(x1, y1) & rel2(x2, y2). 

Table 1, column 1 lists the set partitions into disjoint equivalence classes. These 

classes are interpreted as encodings of the topological links in a SCG with two binary 

predicates. Each row of column 2 contains either a G1-G2 subgraph with arguments 

linked correspondingly to the class in column 1, or comments why there are no such 

subgraphs. There are 15 ways to partition a set of four elements into disjoint subsets: 

  Partition & 1 is irrelevant to our considerations as it corresponds to four 

distinct arguments of the two binary predicates – but the SCGs are to be connected; 

  Eight partitions (& 2, 5, 8, 9, 10, 11, 14, 15) are irrelevant, as they correspond 

to loops in the underlying graph, which are not allowed by definition 2; and 

  Six patterns (corresponding to partitions & 3, 4, 6, 7, 12, 13) are relevant and 

provide a typology for the encoding of the links between two SCG binary predicates. 

Thus the linearised SCG labels and the respective labels' identity annotations: 

LOVE EXPR PERSON LOVE OBJ PERSON   1=3  (i.e.  x1=x2)        (1) 

LOVE EXPR PERSON LOVE OBJ PERSON   1=3|2=4  (i.e. x1=x2 and y1=y2)       (2) 

LOVE EXPR PERSON LOVE OBJ PERSON   2=4  (i.e.  y1=y2)        (3) 

uniquely encode the G2 subgraphs (f1), (f2) and (f3). Moreover, we can reconstruct the 

logical formulas of the corresponding SCGs, given (1), (2) or (3), by building 

monadic predicates and adding the variables and the respective existential quantifiers. 

Thus we have found the encoding we needed; it is based on insights stemming from 

both the logical and graphical CG nature. Now we can work with the linear sequences 

of support labels and the associated identity annotations, interpreting them as SCGs. 

We present an algorithm for the construction of a minimal acyclic automaton with 

markers at the final states, which builds a list of all KB subgraphs and their respective 

injective generalisations. All language' words are constructed here; results from 

automata theory build further the FSA itself [7]. We need some types and functions: 
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Equivalence classes Examples of subgraph labels and comments 

1. {{x1},{y1},{x2},{y2}} irrelevant: distinct arguments build disconnected SCGs 

2. {{x1, y1}, {x2}, {y2}} x1=y1 is impossible as no loops are allowed 

3. {{x1,x2}, {y1}, {y2}} G1: LOVE EXPR PERSON:John LOVE OBJ PERSON:Mary 

4. {{x1}, {y1, x2}, {y2}} G2: LOVE  EXPR  PERSON   PERSON  ATTR  NAIVE 

5. {{x1, y1, x2}, {y2}} x1=y1 is impossible as no loops are allowed 

6. {{x1, y2}, {y1}, {x2}} G2: PERSON ATTR  EGOISTIC  LOVE  EXPR  PERSON 

7. {{x1}, {y1, y2}, {x2}} (f3)    LOVE  EXPR  PERSON    LOVE  OBJ  PERSON 

Acyclic subgraph of G2 with distinct 1st arguments of 

the two conjuncts and equivalent 2nd arguments 

8. {{x1}, {y1}, {x2,y2}} x2=y2 is impossible as no loops are allowed 

9. {{x1, y1, y2}, {x2}} x1=y1 is impossible as no loops are allowed 

10. {{x1, y1}, {x2, y2}} x1=y1, x2=y2 is impossible as no loops are allowed 

11. {{x1, x2, y2}, {y1}} x2=y2 is impossible as no loops are allowed 

12. {{x1, x2}, {y1, y2}} (f2)   LOVE  EXPR  PERSON     LOVE  OBJ  PERSON 

Cyclic subgraph of G2 with equivalent 1st and 

equivalent 2nd arguments of the two conjuncts 

13. {{x1, y2}, {y1, x2}} no such example in the sample graphs 

14. {{x1}, {y1, x2, y2}} x2=y2 is impossible as no loops are allowed 

15. {{x1, y1, x2, y2}} x1=y1=x2=y2 is impossible as no loops are allowed 
 

Table 1. Partitions of a 4-element set and corresponding patterns of identical SCG arguments 

 

 

CHAR-types: lin_labels, identity, new_lin_labels; 
Arrays of lists: list_subgraphs;  list_gen_graphs; 

Arrays: words_markers(CHAR, <CHAR,CHAR,CHAR>) and  

   sorted_words_markers(CHAR, {<CHAR,CHAR,CHAR>, ..., <CHAR,CHAR,CHAR>}); 

              function <identity(G), lin_labels(G)> / GRAPH_LINEARISATION(G, !) where G 

is a SCG presented in logical/graphical format over an ordered alphabet !. Given G, 

this function returns the pair (i) identity(G) – a sorted marker for identity of concept 

instances and (ii) lin_labels(G) which contains the linear sequence of sorted G labels, 

where each binary predicate in G is presented as a triple concept1-relation-concept2. 

The function integrates interfaces between our encoding and the other CG formats; it 

simplifies and normalises the input graph G and translates it to the desired linearised 

form. The sorted identity-marker is a string enumerating the equivalent c-nodes; it 

contains digits, '/' and '|' as shown in the samples (1), (2) and (3) above. 

function list_gen_graphs / COMPUTE_INJ_GEN(G, !1, !2, '). This function 

returns the list of all injective generalisations written in alphabet !2, for a given graph 

G written in alphabet !1. The generalisations are calculated using the mapping ', 

which defines how the symbols of !1 are to be generalised by symbols of !2. 

function new_lin_labels(Gsub) / ENSURE_PROJ_MAPPING(lin_labels(Gsub), 

                   identity(Gsub), !1, lin_labels(Ggen), identity(Ggen), !2, ') 

Given a linearised subgraph Gsub, written in the ordered alphabet !1 and its injective 

generalisation Ggen, written in the ordered alphabet !2, this function checks whether 

the order of c-nodes in the sorted string lin_labels(Ggen) corresponds to the order of 

the respective specialised c-nodes in the sorted string lin_labels(Gsub). The check is 
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done following the mapping ', which defines how the symbols of !1 are to be 

generalised by symbols of !2. (Remember that Gsub and Ggen contain equal number of 

binary predicates, where the ones of Ggen generalise some respective predicates of 

Gsub). If the c-nodes order in lin_labels(Ggen) corresponds to the order of the respect-

tive specialised c-nodes in lin_labels(Gsub), new_lin_labels(Gsub) = lin_labels(Gsub). 

Otherwise, lin_labels(Gsub) is rearranged in such a way that the order of its nodes is 

aligned to the order of generalising nodes in Ggen. Let lin_labels(Ggen) be as follows: 

cgen
11  relgen

1  c
gen

12     c
gen

21  relgen
2  c

gen
22   …   cgen

k1 relgen
k c

gen
k2

where cgen
ij, 1 i k, j=1,2 are labels of c-nodes and relgen

i, 1 i k, are labels of r-nodes. 

Then lin_labels(Gsub) is turned to the sequence of labels 

csub
11  relsub

1  c
sub

12     c
sub

21  relsub
2  c

sub
22   …   csub

k1 relsub
k c

sub
k2 

where cgen
ij!csub

ij for 1 i k, j=1,2 and relgen
i! relsub

i for 1 i k. The re-arranged labels 

of Gsub nodes are returned in new_lin_labels(Gsub). The string new_lin_labels(Gsub) is 

no longer lexicographically sorted but its nodes' order is aligned to the order of the 

generalising nodes in Ggen. The c-nodes' topological links in new_lin_labels(Gsub) are 

given by identity(Ggen). Thus an injective projection ): Ggen"Gsub is encoded. 
 

Algorithm 1. Construction of a minimal acyclic FSA with markers at the final states 

AKB = ‹!, Q, q0, F, +, E, -› which encodes all subgraphs' injective generalisations for 
a KB of SCGs with binary conceptual relations {G1, G2,…, Gn} over support S. 

Step 1, defining the finite alphabet !: Let S = (TC, TR, I,  ) be the KB support 

according to definition 1. Define !={x | x!TC or x!TR}&{ x:i | x!TC, i!I and  (i)=x}. 

Order the m symbols of ! using certain lexicographic order 0 = <a1,a2,…,am>. 

Step 2, indexing all c-nodes: Juxtapose distinct integer indices to all KB c-nodes, 

to ensure their default treatment as distinct instances of the generic concept types. 

Then !KB = {aij | ai!!, 1 i m and j is an index assigned to the KB c-node ai, 1 j pi  

or j='none' when no indices are assigned to ai}. 

Order the symbols of !KB according to the lexicographic order 

0KB = <a1s1,…, a1su, a2p1,…, a2pv, ….., amq1,…, amqx> where s1,s2,…su are the indices 

             assigned to a1; p1,…,pv are the indices assigned to a2; q1,…qx are the indices 

             assigned to am and s1<s2<…<su, p1<p2<…<pv, ….. and q1<q2<…<qx . 

Define a mapping ': !KB.! where '(aij)=ai for each aij !!KB, 1 i m and j is an index 

assigned in !KB to the symbol ai!!. 

/*  Step 3, computation of all KB (conceptual) subgraphs:  */ 

for  i 1/ 1  to  n  do  begin 

    list_subgraphs(i) 1/ { Gsub-j
i | G

sub-j
i*Gi  according to definition 10}; end;

/*  Step 4, computation and encoding of all injective generalisations:  */ 

var gen_index 1/ 1; 

for  each  i and Gsub-j
i  in list_subgraphs(i)  do  begin 

     <identity(Gsub-j
i), lin_labels(Gsub-j

i)> 1/ GRAPH_LINEARISATION(Gsub-j
i , !KB); 

      list_gen_graphs(i,j) 1/ COMPUTE_INJ_GEN(Gsub-j
i, !KB, !, '); 

          for  each  Ggen in  list_gen_graphs(i,j) do  begin 

         <identity(Ggen), lin_labels(Ggen)> 1/ GRAPH_LINEARISATION(Ggen, !); 

          new_lin_labels(Gsub-j
i) 1/ ENSURE_PROJ_MAPPING(lin_labels(Gsub-j

i),  

             identity(Gsub-j
i), !KB, lin_labels(Ggen), identity(Ggen), !, '); 

          words_markers(gen_index, 1) 1/ lin_labels(Ggen); 
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          words_markers(gen_index, 2) 1/ <identity(Ggen), new_lin_labels(Gsub-j
i), Gi>; 

          gen_index 1/ gen_index+1; end;  end; 

sorted_words_markers 1/ SORT-BY-FIRST-COLUMN(words_markers) ; 

while  sorted_words_markers(*,1) contains k>1 repeating words in column 1, 

      starting at row  p   do  begin 

      sorted_words_markers(p, 2) 1/ {sorted_words_markers(p,2), 

            sorted_words_markers(p+1,2),…, sorted_words_markers(p+k-1,2)}; 

  for 1 s k-1 do  begin  DELETE-ROW(sorted_words_markers(p+s,*)  end; end; 

L = {w1, w2,…,wz | wi! sorted_words_markers(*,1), 1 i z and wi wj according to 0, 
                for i j, 1 i z and 1 j z }. 

/*  Step 5, FSA construction: */ 

Consider L as a finite language over !, given as a list of words sorted according to 0. 

Apply results of [7] and build directly the minimal acyclic FSA with markers at the 

final states AKB=‹!,Q,q0,F,+,E,-›, which recognises L={w1,…,wz}. Then  

F={qwi|qwi is the end of the path beginning at q0 with label wi, for wi!L, 1 i z}.  

E={ Mi | Mi=sorted_words_markers(i,2), 1 i z} and -: qwi. Mi where qwi!F, 

                    sorted_words_markers(i,1) = wi  and sorted_words_markers(i,2) = Mi.   
 

 

Example 2. We list below 7 (out of 37) subgraphs of the KB at Fig. 2. They are 

given as markers <identity-type, linear-subgraph-labels, index-of-main-KB-graph>: 

M1: <none,  LOVE  EXPR  PERSON:John,  G1> 

M2: <1=3,  LOVE  EXPR  PERSON:John  LOVE  OBJ  PERSON:Mary,  G1> 

M3: <none,  LOVE  EXPR  PERSON, G2> 

M4: <1=3,  LOVE  EXPR  PERSON  LOVE  OBJ  PERSON,  G2> 

M5: <1=3|2=4,  LOVE  EXPR  PERSON  LOVE  OBJ  PERSON,  G2> 

M6: <2=4,  LOVE  EXPR  PERSON  LOVE  OBJ  PERSON,  G2>  

M7: <1=3|2=5, LOVE EXPR PERSON LOVE OBJ PERSON PERSON ATTR NAIVE, G2> 
Fig. 4 shows the minimal FSA with markers at the final states, which encodes the 33 

injective generalisations of the subgraphs in M1-M7. New markers M8-M11 were 

created at step 4 of algorithm 1, to properly encode all data. 

4   Injective Projection in Run-Time 

The injective projection is calculated by a look-up in the minimal acyclic FSA, 

which encodes all the KB generalisations, with a word built by the query graph labels. 

There are two main on-line tasks, given a query G: (i) Presenting G as a sorted 

sequence of support symbols, and calculation of its identity-type for linear time O(n); 

(ii) Look-up in the FSA AKB by a word wG. Its complexity is clearly O(n), where n is 

the number of G symbols. No matter how large the KB is, all injective projections of 

G to the KB are found at once with complexity depending on the input length only. 

Now we see the benefits of the suggested explicit off-line enumerations. Actually 

we enumerate all possible injective mappings from all injective projection queries to 

the KB subgraphs. It becomes trivial to check whether a SCG with binary conceptual 

relations is equivalent to certain SCG in the KB. Thus the lexicographic ordering of 

conceptual labels provides a convenient formal framework for SCGs comparison. 
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Figure 4. Minimal FSA, encoding all injective generalisations for 7 subgraphs of G1 and G2.   

5   Initial Experiments 

We have generated randomly type hierarchies of 600 concept types and 40 relation 

types. The experimental KB consists of 291 SCGs with binary conceptual relations in 

normal form, each with length of 3-10 conjuncts. These SCGs have 6753 (conceptual) 

subgraphs with 10436190 different injective generalisations. After the lexicographic 

sorting of all words (injective generalisations' labels) is done, they belong to 13885 

identity-types- i.e. they are topologically structured in a relatively uniform way. The 

minimal acyclic FSA with markers at the final states, which recognises all injective 

generalisations, has 2751977 states and 3972096 transition arcs. The input text file of 

sorted words, prepared for the FSA construction, is 891,4 MB. The minimal FSA is 

52,44 MB but the markers-subgraphs are encoded externally, i.e. markers contains 

only pointers. The input text file is compressed about 18 times when building the 

minimal FSA, which is only 2,4 times bigger than the zipped version of the input file. 

The suggested approach implements off-line as much computations as possible and 

provides exclusive run-time efficiency. The implementation requires considerable off-

line preprocessing and large space since the off-line tasks operate on raw data. The 

star graphs impose strong constraints on the structural patterns while computing 

injective generalisations; this is intuitively clear but now we see experimental 

evidences about the $uniformity$. Currently we plan an experiment with realistic data. 
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Abstract. Mapping and merging of multiple ontologies to produce consistent, 

coherent and correct merged global ontology is an essential process to enable 

heterogeneous multi-vendors semantic-based systems to communicate with 

each other. To generate such a global ontology automatically, the individual 

ontologies must be free of (all types of) errors. We have observed that the 

present error classification does not include all the errors. This paper extends 

the existing error classification (Inconsistency, Incompleteness and 

Redundancy) and provides a discussion about the consequences of these errors.  

We highlight the problems that we faced while developing our DKP-OM, 

ontology merging system and explain how these errors became obstacles in 

efficient ontology merging process. It integrates the ontological errors and 

design anomalies for content evaluation of ontologies under one framework. 

This framework helps ontologists to build semantically correct ontology free 

from errors that enables effective and automatic ontology mapping and merging 

with lesser user intervention.  

Keywords: Ontological Errors Taxonomy, Ontology Verification, Ontology 

Design Anomalies, Ontology Mapping and Merging, Semantic Web. 

1   Introduction 

To furnish the semantics for emerging semantic web, Ontologies should represent 

formal specification about the domain concepts and the relationships among them [1]. 

They have played a fundamental role for describing semantics of data not only in the 

emerging semantic web but also in traditional knowledge engineering, and act as a 

backbone in knowledge base systems and semantic web applications [10]. Like any 

other dependable component of a system, Ontology has to go through a repetitive 

process of refinement and evaluation during its development lifecycle before its 

integration in the semantic applications. Ontology content evaluation is one of the 

critical phases of Ontology Engineering because if ontology itself is contaminated 

with errors then the applications dependent on it,  may have to face some critical and 

catastrophic problems and ontology may not serve its purpose [7]. 

Several approaches for evaluation of taxonomic knowledge on ontologies are 

contributed in the research literature. Ontologies can be evaluated by considering 

design principles [9,10,11], requirements and logical correctness of axioms, relations, 
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instances, etc. Other approaches would be to evaluate ontologies in terms of their use 

in an application [18] and predictions from their results, comparison with a golden 

standard or source of data [13]. Considering design principles, Gomez formed error 

taxonomy for assistance in the ontology evaluation. Ontology engineers use that error 

taxonomy to build well-formed classification of concepts that enable better reasoning 

support for fulfillment of sound semantic web vision and to evaluate their ontologies 

in perspective of these errors.  Besides taxonomic errors, there are some design 

anomalies which raise the issues of maintainability of ontologies [2]. 
This paper presents the ontological errors based on design principles for 

evaluation of ontologies. It provides the overview of ontological errors and design 
anomalies that reduces reasoning power and creates ambiguity while inferring from 
concepts. It shows our contribution in taxonomic errors that we experience while 
development of ontology merging system, DKP-OM [6]. Finally it integrates the 
design anomalies and taxonomic errors under one framework that helps practitioners, 
developers and ontologists to build well formed ontologies free from errors that serve 
their purposes, and develop tools for ontology evaluation for fulfilment of sound 
semantic web vision. 

Rest of the paper is organized as follows: section 2 presents classification of 
ontological errors and design anomalies; section 3 contributes our identified 
ontological errors and extends the classes of errors formed by Gomez. Section 4 
presents the related work of our domain. Section 5 concludes the paper. 

2   Taxonomic Errors and Design Anomalies 

Gomez-Perez [10,11] identified three main classes of taxonomic errors that might 

occur when modeling the conceptualization into taxonomies. The subsections 

elaborate each class of error made by Gomez.  

2.1   Inconsistency Errors 

There are mainly three types of errors that cause inconsistency and ambiguity in the 

ontology. These are Circulatory errors, Partition errors and Semantic inconsistency 

errors.  

Circulatory errors: They occur when a class is defined as a subclass or superclass of 

itself at any level of hierarchy in the ontology. They can occur with distance 0, 1 or n, 

depending upon the number of relations involved when traversing the concept down 

the hierarchy of concepts until we get the same from where we started traversal. For 

example, circulatory error of distance 0 occurs when ontologist models OddNumber

concept as subclass of NaturalNumber and NaturalNumber as subclass of 

OddNumber. As OWL ontologies provide constructs to form property hierarchies, so 

we have observed that circulatory errors in property hierarchies can occur.

Partition errors: There are mainly several ways of classification depending upon the 

type of decomposition of superclass into subclasses. When all the features of 

subclasses are independently described and subclasses do not overlap with each other 

then it leads to disjoint decomposition. When ontologists follow the completeness 
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constraint between the subclasses and the superclass, then it leads to a complete or 

exhaustive decomposition. The other can depend on both the disjoint and exhaustive 

decomposition. Three types of errors are: 

Common instances and classes in disjoint decomposition and partitions: These 

errors occur when ontologists create the instances that belong to various disjoint 

subclasses or a common class as a subclass of disjoints classes. An example of former 

error is when ontologist decomposes the Course concept into disjoint subclasses 

GradCourse and UndergradCourse, and furthermore he classifies CS6304 course as 

an instance of both disjoint classes. An example of later error is when ontologist 

decomposes the NaturalNumber concepts into disjoint subclasses Odd and Even,

furthermore he classifies Prime number class as a subclass of both Odd and Even

subclasses.

External instances in exhaustive decomposition and partitions: These errors occur 

when ontologists made an exhaustive decomposition or partition of a class into many 

subclasses but not all the instances of the base class belong to the subclasses, i.e., one 

or more instances of base class do not belong to any of the subclasses. For example 

ontologist decomposes Accommodation into Hotel, House and Shelter subclasses. 

This error occurs if he defines an instance TrainStation as an instance of the class 

Accommodation.

Semantic Inconsistency Errors: These errors occur when ontologists make an 

incorrect class hierarchy by classifying a concept as a subclass of a concept to which 

that concept does not really belong. For example he classifies the concept SeaPlane as 

a subclass of the concept AirPlane. Or the same might did when classifying instances. 

We find three main reasons that result incorrect semantic classification and classify 

the semantic inconsistency errors into three subclasses, explained in extension in 

taxonomic errors section.

2.2   Incompleteness Errors 

Sometimes ontologists made the classification of concepts but overlook some of the 

important information about them. Such incompleteness often creates ambiguity and 

lacks reasoning mechanisms. The following subsections give the overview of 

incompleteness errors. 

Incomplete Concept Classification: This error occurs when ontologists overlook 

some of the concepts present in the domain while classification of particular concept. 

For example ontologists classify concept Location into CulturalLocation, 
MountainLocation, and overlook other location types such as BeachLocation, 

HistoricLocation, etc. 

Partition Errors: Gomez identified that sometimes ontologist omits important 

axioms or information about the classification of concept, reducing reasoning power 

and inferring mechanisms. He has identified two types of errors that cause incomplete 

partition errors to occur, that are:

Disjoint Knowledge Omission: This error occurs when ontologists classify the 

concept into many subclasses and partitions, but omits disjoint knowledge axiom 

between them. For example ontologist models the BeachLocation, HistoricLocation
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and MountainLocation as subclasses of Location concept, but omits to model the 

disjoint knowledge axiom between subclasses. We developed the ontology of 

Access_Policy, where disjoint knowledge omission between User and Administrator 

causes catastrophic results [19], and provided the algorithm for identification of 

disjoint knowledge omission [16].  

Due to significant importance of disjoint axiom between classes, OWL 1.1 allows 

to specify disjoint axioms between properties as well. So we also emphasis that 

ontologists should check and specify disjoint knowledge between properties, and 

avoid creating common instances between them.    

Exhaustive knowledge Omission: This error occurs when ontologists do not follow 

the completeness constraint while decomposition of concept into subclasses and 

partitions. For example ontologist models the BeachLocation, HistoricLocation and 

MountainLocation as disjoint subclasses of Location concept, but does not specify 

that whether or not this classification forms an exhaustive decomposition.  

2.3   Redundancy Errors 

Redundancy occurs when particular information is inferred more than once from the 

relations, classes and instances found in ontology. The following are the types of 

redundancies that might be made when developing taxonomies.  

Redundancies of SubclassOf, Subproperty-Of and InstanceOf relations: 

Redundancies of SubclassOf error occur when ontologists specify classes that have 

more than one SubclassOf relation directly or indirectly. Directly means that a 

SubclassOf relation exist between the same source and target classes. Indirectly 

means that a SubclassOf relations exist between a class and its indirect superclass of 

any level. For example ontologists specify BeachLocation as a subclass of Location 
and Place, and furthermore Location is defined as a SubclassOf Place. Here indirect 

SubclassOf relation exists between BeachLocation and Place creating redundancy. 

Likewise Redundancy of SubpropertyOf can exist while building property hierarchies. 

Redundancies of InstanceOf relation occur when ontologists specify instance Swat as 

an InstanceOf Location and Place classes, and it is already defined that Location is a 

subclass of Place. The explicit InstancesOf relation between Swat and Place creates 

redundancy as Swat is indirect instance of Place as Place is a superclass of Location.

Identical formal definition of classes, properties and instances: Identical formal 

definition of classes, properties or instances may occur when ontologist defines 

different (or same) names of two classes, properties or instances respectively, but 

provides the same formal definition.

2.4   Design Anomalies in Ontologies 

Besides taxonomic errors, Baumeister and Seipel [2] identified some design 

anomalies that prohibit simplicity and maintainability of taxonomic structures with in 

ontology. These do not cause inaccurate reasoning about concepts, but point to 

problematic and badly designed areas in ontology. Identification and removal of these 
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anomalies should be necessary for improving the usability, and providing better 

maintainability of ontology. 

Property Clumps: Datatype properties and Object properties that are associated with 

classes provide us powerful mechanisms for reasoning and inferring about concepts. 

Sometimes ontologists badly design ontology using repeatedly a group of properties 

in different class definitions. This repeated group of properties is called property 

clump and should be replaced by an abstract concept composing those properties in 

all the class definitions where this clump is used. 

Chain of Inheritance: Ontology defines taxonomy of concepts and allows 

classifying concepts as subClassOf other concepts up to any level. When such 

hierarchy of inheritance is long enough and all classes have no appropriate 

descriptions in the hierarchy accept inherited child then that ontology suffers from 

chain of inheritance. For maintainability and simplicity, this chain of inheritance 

should be break-up into subhierarchies. 

Lazy Concepts: Lazy concept is a leaf concept (or a property) in the taxonomy that 

never appears in the application and does not have any instances. Such concepts 

should be replaced with specialized or generalized concepts that occupy such 

instances and would be used in the application domain. 

Lonely Disjoints: Sometimes ontologists need to modify the taxonomy of concepts 

and move concepts within the class hierarchy. Consider a scenario, where many 

disjoint siblings were created and later on a single sibling is moved to another place 

somewhere in the hierarchy, and ontologist forgets to delete the disjoint axiom 

between them. Such disjoint axioms should be removed from lonely disjoint concepts 

to enable better maintainability and reasoning support. 

3   Extensions in Taxonomic Errors 

We have identified several ontological errors [7,15,16,19,20] while evaluating 

taxonomic knowledge on ontologies and knowledge based systems, and extended the 

main three classes of Taxonomy evaluation, i.e., Inconsistency, Incompleteness and 

Redundancy. Some of these are experienced while developing DKP-OM: Disjoint 

Knowledge Preserver based Ontology Merger [6], a solution we provide for effective 

ontology merging. The subsections present our identified ontological errors. 

3.1   Semantic Inconsistency Errors 

There are mainly three reasons due to which incorrect semantic classification 

originates [7]. According to these reasons, we categorize Semantic inconsistency 

errors into three subclasses. These subclasses can be used as a check list for class 

hierarchy evaluation and help in building well-formed class hierarchy to provide 

better interpretation of concepts. 

Weaker domain specified by subclass error: When classes that represent the larger 

domain are kept subclasses of concept that possess smaller domain then such an error 

might occur. For example ontologist classifies UniversityMember, AcademicStaff,

AdminStaff and LabStaff concepts as a subclass of a concept Staff superclass. Here the 
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semantic inconsistency occurs as he classified more generalized concept 

UniversityMember as subclass of the concept Staff. A subclass should always 

specializes (subsumed by) the superclass concept’s properties by specifying stronger 

domain and make the super concept’s domain narrower. 

Domain breach specified by subclass error: Subconcepts should possess all the 

features of the parent concept and should not violate any feature of their parent 

concept in their own domain. Superclass domain breach occurs when concepts treated 

as subclasses add more features that are not present in superclass but the additional 

features are violating some features of their superclasses. For example consider a 

Pizza class hierarchy where ontologist classifies concept VegetarianPizza as a 

subclass concept of Pizza. Furthermore he classifies ChinesePizza and ItalianPizza

concepts as the subclasses of the concept VegetarianPizza. Semantic Inconsistency 

arises as the definition of ChinesePizza allows having any toppings made from boiled 

vegetables and any kind of meat. 

Disjoint domain specified by subclass error: When ontologists specify disjoint 

domain concepts as subclasses of a concept that occupies a different domain. For 

example he classifies concepts Drink and Burger as subclasses of EatableThing

concept. None of the features of Drink match with superclass concept EatableThing
i.e. they belong to disjoint domains.   

These semantic inconsistency errors can be applied same to the instances of 
superclass and subclasses to whether their conformance with each other. 

3.2   Extension in Incompleteness Errors 

For powerful reasoning and enhanced inference, OWL ontology provides some tags 

that can be associated with properties of classes [17]. OWL functional and inverse-

functional tags associated with properties indicate how many times a domain concept 

can be associated with range concept via a property. Sometimes ontologists do not 

give significance to these property tags and do not declare datatype or object 

properties as functional or inverse-functional. As a result machine can not reason 

about a property effectively leading to serious complications [20]. 

Functional Property Omission (FPO) for single valued property: According to 

Ontology Definition Metamodel [17], when there is only one value for a given subject 

then that property needs to be declared as functional. The tag Functional can be 

associated with both the object properties and datatype properties. For example 

hasBlood_Group as an object property between Person and Blood_Group is an 

example of functional object property. Every subject Person belongs to only one type 

of BloodGroup, so hasBlood_Group property should be tagged as functional so that 

person should be associated with one blood group. Likewise functional datatype 

properties allow only one range R for each domain instance D. Ignoring Functional 

tag allows property to have more than one values leading to inconsistency. One of the 

main reason for such inconsistency is that ontologist has ignored that OWL ontology 

by default supports multi-values for datatype property and object property.   

Inverse-Functional Property Omission (IFPO) for a unique valued property:

According to Ontology Definition Metamodel [17], inverse-functional property of the 
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object determines the subject uniquely, i.e. it acts like a unique key in databases. This 

means that if we state P as an owl InverseFunctionalProperty, then this restricts that 

for a single instance there can only be a value x, i.e. there cannot exist two different 

instances y and z such that both pairs (y, x) and (z, x) are valid instances of P. In 

OWL Full, datatype property can be tagged as inverse-functional property because 

datatype property is a subclass of object property. But in OWL DL datatype property 

can not be tagged as inverse-functional property because object properties and 

datatype properties are disjoint. An example of inverse object property is 

National_SecurityNo that belong to the Person as it uniquely identifies the Person.

Ignoring inverse-functional tag with the property National_SecurityNo creates 

inconsistency within the ontology due to incomplete specification of concept. We 

consider such lack of information as an error, because such ignorance leads machine 

not to infer and reason about concepts uniquely.

Sufficient knowledge Omission Error (SKO): Ontology comprises concepts and 

properties that can be arranged in hierarchies. These concepts in hierarchies should 

posses some features so that inference engine can distinguish them appropriately. 

According to principles of Description Logic, there should be Necessary description 

and Sufficient description associated with each concept [14]. Necessary description
rules define the basic criteria by which new concept is formed by subclass of relation, 

and Sufficient description defines the concept in terms of another concepts like its self 

description by using intersection, union, complement or restriction axioms in OWL 

[15]. Sometimes during ontology designing, ontologists define the concepts but don’t 

provide their Sufficient descriptions. As a result, machine can’t reason about them 

properly and cannot use them effectively to achieve the goals of semantic web. 
Finding incompleteness in ontologies automatically is a difficult task. One of the 

possible ways to detect such incompleteness errors is to evaluate ontology on test data 
[4] (valid and invalid both) that can be generated according to tester’s domain 
knowledge [22], experience with similar concepts and information about soft spots of 
ontology.  

3.3   Extension in Redundancy Errors 

While detecting disjoint knowledge omission in ontology and generating warnings on 

its omission [15], we detect redundancy of disjoint relation in ontologies. The 

following subsection provides detail on it.  

Redundancy of Disjoint Relation (RDR) Error: Redundancy of Disjoint Relation 

occurs when the concept is explicitly defined as disjoint with other concepts more 

than once (Noshairwan, 2007a). By Description Logic rules [14], if a concept is 

disjoint with any concept then it is also disjoint with its sub concepts. The one 

possible way of occurrence of RDR is that the concept is explicitly defined as disjoint 

with parent concept and also with its child concept. For an example, concept Male is 

defined as disjoint with Female and also with sub concepts of Female. This type of 

redundancy can occur due to direct disjointness (directly disjoint) and indirect 

disjointness (concept is disjoint with other because its parent is disjoint with it).  
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4   Related Work

There are many other approaches for ontology evaluation but still there is a big gap 

which needs to be filled for sound semantic web ontologies. The standard ontology 

evaluation approach by Maedche and Staab [13] is to compare ontology with gold 

standard ontology for evaluating lexical and vocabulary level of ontology. Besides 

comparison with gold standard, Brewster et al. [4] gave the corpus or data driven 

ontology evaluation approach. Comparison of ontology with the corpus or data of the 

domain knowledge provides a measure of the fit between them; and highlights the 

terms that are present/absent in ontology and corpus. Context level evaluation 

approach takes into account the larger collection of ontologies as a reference for 

evaluation of particular ontology [22]. The library of ontologies or the context for 

evaluation provided by the knowledge engineer acts as reference to follow. Other 

approaches of ontology evaluation would be to observe the results of application or 

task where this ontology is being used. Prozel and Malanka [18] proposed the task-

based approach for ontology evaluation but could not be so much effective, as 

ontology acts only a backbone and several other issues of task itself can generate bad 

results. Burton-Jones [5] defined a semiotic metrics based on different criteria for 

ontology assessment for syntactic and lexical/vocabulary evaluation. Likewise Fox el 

al. [8] made a set of parameters but these are more useful for manual assessment of 

quality of ontology. These ontology evaluation approaches are useful in different 

applications, scenarios and environments [3] and the choice of a suitable methodology 

should be adopted according to the ontology usage.  

5   Conclusion

Ontology driven architecture has revolutionized the inference system by allowing 

interoperability between heterogeneous multi-vendors systems. We have identified 

that accurate ontologies free from errors enable more interoperability, improve the 

accuracy of ontology mapping and merging and lessen human intervention during this 

process. We have discussed existing ontological errors, and identified newer types of 

errors present in ontologies. We have concluded that without identification and 

removal of these errors the most desirable goal of ontology mapping and merging 

could not be achieved. We have integrated the overall work about ontology evaluation 

based on design principles and anomalies under one framework. This framework acts 

as control mechanism that helps ontologist to build accurate ontologies that serve best 

for the desired applications, provide better reasoning support, lessen user intervention 

in efficient ontology merging and combined use of independently developed online 

ontologies can be made possible. 
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Abstract. On the one hand, Conceptual Graphs are widely used in nat-
ural language processing systems. On the other hand, information fusion
community lacks of tools and methods for knowledge representation. Us-
ing natural language processing techniques for information fusion is a
new field of interest in the fusion community. Our aim is to take the
advantage of both communities and propose a framework for high-level
information fusion. Conceptual Graphs model contains aggregation op-
erators such as join and maximal join. This paper is dedicated to the
extension of the maximal join operator in order to manage heteroge-
neous information fusion. Domain knowledge has to be injected into the
maximal join operation in order to satisfy the constraints of fusion. The
extension relies on relaxing the equality constraint on observations and
on using fusion strategies. A case study illustrates our proposition and
we describe the experimentations that we conducted in order to validate
our approach.

1 Introduction

The first step of the decision-making process is to get information in order to
elaborate a decision from it. Such a process is difficult as information is dis-
tributed across various sources and on different media. A lot of studies concern
the fusion of either low-level data or data expressed through the same media.
Our aim is to concentrate on high-level and heterogeneous information fusion.
Even if some papers report about how to use ontologies to store domain knowl-
edge ([1]), the Information Fusion community lacks techniques able to model
knowledge. The objectives of our work is thus to propose an approach and a
framework dedicated to high-level and heterogeneous information fusion. By
high-level information, we mean that our aim is to manipulate semantic objects.

Conceptual graphs [2] are a widely used formalism for knowledge represen-
tation. The advantages of using graph structures, and particularly conceptual
graphs model, to represent information have been stated in [3]. The authors ex-
plain how criminal intelligence information and model can effectively be stored
as conceptual graphs. We propose to take advantage of this representation and
go further by using the same model for information fusion. Using the same model
for both information representation and information fusion has a major advan-
tage. It allows us to remove the bias due to the translation from one formalism
to another when using distinct models.
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Among all the operators that were defined on the conceptual graphs struc-
tures, we are particularly interested in the maximal join. Maximal join allows
the fusion of two graphs that are not strictly identical. We propose to use it in
order to fuse different descriptions of a single object of the real world. Maximal
Join must nevertheless be extended. Domain knowledge is widely used in the
information fusion community in order to solve conflicts during fusion. There-
fore, we propose to introduce some domain knowledge inside the maximal join
operation.

Section 2 presents related works as well as the case study that we used to
illustrate our proposition. The use of the conceptual graphs formalism for fusion
is described in section 3. In particular, we detail in this section the suitability
of maximal join operator for high-level information fusion. Section 4 details our
proposition of extension for the maximal join. This extension relies on the use of
external fusion strategies detailed in the same section. We describe in section 5
the experimentation that we conducted on the case study, in order to validate
our approach. We then conclude and present future work.

2 Context

2.1 Related Work

Our aim is to use the output of intelligent sensors as input observations for
our system. For textual information, these intelligent sensors are systems able to
analyze the meaning of the texts and store it as machine readable information. As
conceptual graphs were initially developed in order to analyze natural language,
a lot of studies exist ([4], [5], [6]), aiming at transforming textual information
items into conceptual graphs. Considering other media, studies such as [7] and
[8] have been realized. They aim at automatically analyzing images and videos
and store the resulting descriptions as conceptual graphs. Finally, as stated in
[9] and [10] conceptual graphs are widely used to formalize several domains of
knowledge as different as biomedical risks or corporate modeling. Therefore, we
use conceptual graphs for knowledge representation. Furthermore, we propose to
go beyond the usual use of conceptual graphs and take advantage of conceptual
graphs operators for information fusion.

The information fusion community is more involved in studies aiming at
fusing low level data. The use of techniques and methods taken from natural
language processing is a new field of interest in the fusion community (see [11]
and [12] for instance). People look at how to use ontologies to model a domain.
We claim that conceptual graphs are a good candidate for information fusion
since the formalism contains the maximal join operator and the structures are
easily understandable.

2.2 Case Study

The approach that we propose can be applied to any domain for which a model
can be drawn a priori and stored as an ontology. In order to validate it on real
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data, we used a real world case study that concerns TV program descriptions.
The purpose is to fuse descriptions given by different sources. Our aim is to
obtain more complete and precise descriptions of the TV programs and to get a
better scheduling of the programs.

Our first source of information (called DVB stream) is the live stream of
metadata associated with the video stream on the TNT (Télevision Numérique
Terrestre). The DVB stream gives descriptions of TV programs containing sched-
ule and title information. It is very precise about the begin and end times of pro-
grams and delivers information about the technical characteristics of the audio
and video streams.

The second source of information is an online TV magazine. The descriptions
contain information about the scheduling of the programs, their titles and the
channels on which they are scheduled. They also contain more details about the
contents (summary of the program, category, list of actors and presenters etc).

3 Using Conceptual Graphs for Information Fusion

Conceptual Graphs [2] is a formalism particularly well suited to represent knowl-
edge in a media- and source- independent way. We briefly introduce the way we
will use it for information fusion.

Fig. 1. Type hierarchy for TV programs

Defining the domain model is the first step of the fusion process. First, the
ontology of the domain is defined. Figure 1 depicts a subset of the type hierar-
chy that was defined for the TV program case study. Then, the set of situations
that are expected to happen are formulated through the canonical basis. Poten-
tial interactions between the entities (defined as concepts and relations in the
ontology) are represented using conceptual graph structures. Figure 2 shows an
example of an abstract canonical graph. It describes the model of a TV program.

After defining the domain model, we automatically acquire the observations
into the conceptual graph formalism. Figure 3 show example of observations that
were made on DVB stream and telepoche.fr website and stored as conceptual
graphs.
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Fig. 2. TV Program Model

Fig. 3. Observations on DVB stream and telepoche.fr

Maximal Join is a major function in the process of fusion of conceptual graph
structures. Two compatible sets of concepts from two different conceptual graphs
are merge into a single one. There may be several possibilities of fusion between
two observations, according to which combinations of observed items are fused or
not. This phenomenon is well managed by the maximal join operator, as joining
two graphs maximally results in a set of graphs, each one of it being a fusion
hypothesis.

4 Towards a Framework for Information Fusion

4.1 Extending Maximal Join operator

Maximal join is a fusion operator which has to be modified in order to man-
age observations coming from different sensors. These observations may depict
different points of view or different levels of detail and abstraction. The values
of the concepts may be different while representing several observations of the
same object.

Figure 4 gives an example of such a case. The maximal join of the two graphs
G1 and G2 results in G3. The two concepts [Date: ”2006.11.27.06.45.00”] and
[Date: ”2006.11.27.06.47.54”] cannot be joined using the standard maximal join
operator as their values are different. However, because we know the domain that
is modeled here, we have clues to say that the two concepts still represent the
same entity in the real world. A TV program has only one begin time and there
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Fig. 4. Limitation of maximal join

are often slight differences between the times given by different sources. Fusion
heuristics must be added in the maximal join operation. Therefore, the notion of
compatibility between concepts is extended from compatible conceptual types to
compatible referents and individual values. The domain knowledge necessary to
this extension is stored as compatibility rules that are called Fusion Strategies.

4.2 Fusion Strategies

As explained before, the notion of compatibility between concepts in the maximal
join operation has to be extended in order to support information fusion. Real
data is noisy and knowledge about the domain is often needed in order to fuse two
different but compatible values into a single one. Therefore, we introduced the
notion of fusion strategies. They are rules encoding domain knowledge and fusion
heuristics. We use them to compute the fused value of two different observations
of the same object. On the one hand, the fusion strategies extend the notion
of compatibility that is used in the maximal join operation. According to some
fusion strategy, two entities with two different values may be compatible and
thus fusable. On the other hand, the strategies encompass functions that give
the result of the fusion of two compatible values.

Fusion strategies integrating domain knowledge and operator’s preferences
are the intelligent part of our fusion system. These strategies are implemented
as IF < conditions > THEN < fused − value > rules. They take conceptual
graphs and conditions on the concepts as premises. The conclusion is a con-
ceptual graph that integrates functions defining the values and referents of its
concepts.

5 Validation

We implemented a fusion platform based on the approach that we propose. The
platform was developed in JAVA and uses the AMINE platform ([13]) as a service
provider for conceptual graphs definitions and basic manipulations. The fusion
strategies are rules that were implemented as independent JAVA classes.

5.1 Experimentation

As detailed before, the domain that we chose in order to validate our proposition
concerns TV program descriptions. The aim is to obtain as much TV program
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descriptions as possible, concerning the TV programs scheduled on a TV channel,
during one day. Furthermore, these descriptions should be as precise as possible
with regards to the programs that were effectively played on the channel.

In order to compare the result of the fusion to the programs that were really
performed, we collected TV program descriptions from the INAthèque. The INA,
Institut National de l’Audiovisuel ([14]), collects the descriptions of all the pro-
grams that have been broadcasted on the French TV and radio. The exact begin
and end times of the different programs are recorded. First, we know whether a
fused program corresponds to the program that was really played. Second, we
compare the times that were processed by fusion to the real diffusion times.

During one day, we request every 5 minutes the two sources of information
to give us the next scheduled program on one channel. The two provided TV
program descriptions are then fused using one of the fusion strategies. Once the
fusion is done, we make sure that the description follows the general model for
TV program descriptions. For instance, if the program has two different titles,
it means that the fusion failed and the resulting description is rejected.

The well formed descriptions are then compared to the reference data. If they
are compatible, the fused program description is considered to be correctly found
with regards to reality. If the description is either badly formed or any part of
the description doesn’t correspond to the reference data, we consider that the
program wasn’t correctly found. For correctly found programs descriptions, we
then compare the computed begin and end times to the real ones.

We measured the quality of the fusion that we obtained using different strate-
gies. Therefore, we launched our experimentations using the fusion platform first
combined with no strategy and then with three different ones. The first exper-
iment -no fusion strategy- is equivalent to using the maximal join operator for
information fusion. The three fusion strategies are the following:

Strategy 1 extends dates compatibility. Two dates are compatible if the differ-
ence between the two is less than five minutes. If two dates are compatible
but different, the fused date should be the earliest one if it is a ”begin date”
and the latest one otherwise.

Strategy 2 extends dates and titles compatibility. The dates compatibility is
the same as the one of strategy 1. Two titles are compatible if one of them
is contained in the other one, after removing typography clues (upper cases,
punctution marks...).

Strategy 3 extends dates and titles compatibility. The dates compatibility is
the same as the one of strategy 1. Two titles are compatible if the total
length of common substrings between the two exceeds a given length, after
removing typography clues.

5.2 Results

We present here the results that we obtained during our experimentation. We
first looked at the percentage of programs that were correctly found, according
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Fig. 5. Percentage of programs correctly fused and identified with different strategies

to the different strategies that we used. Figure 5 shows the results we obtained
on a representative selection of TV channels.

As expected, we can see that the fusion of observations using the maximal
join operation only is not sufficient. Only the descriptions with strictly identical
values are fused. There is too much noise in real data for a fusion process that
doesn’t take into account some knowledge about the domain. Therefore, the
three previously cited fusion strategies were applied. The more the compatibility
constraints between two values are relaxed, the better the results are. This is
obvious as it is equivalent to inject more and more knowledge about the domain
and knowledge about the general behavior of objects in the external world.

A second interpretation of our results consisted in the observation of the time
lag between the fused description and the reference ones. Figures 6 and 7 give
examples of the results obtained on two different channels. Each point represents
a program and is located in the grid according to the difference between the fused
begin and end times and the real broadcasted times. On Figure 6 only three
points are visible. Actually, only two programs were badly guessed and all the
others are represented by the point with coordinates (0,0). On Figure 7 we can
see that almost all the programs are starting after the fused begin time. This
seems to be due to the fact that advertisement is scheduled at the beginning of
the time slots dedicated to each TV program.

Fig. 6. Time lag between fused and broadcasted time on France 4 channel
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Fig. 7. Time lag between fused and broadcasted time on TF1 channel

The different experimentations that we carried out showed that the quality
the fusion process is very heterogeneous, according to several parameters. First of
all, it depends on the channel on which the observations are done. Some channels
broadcast the programs almost always at the scheduled time, so the observations
on both sources are identical and coherent with reality. In the meantime, most
channels don’t follow this rule. Then, the time of the day when the observation
is made is important as well, as the specificity of the channel. For non popular
channels and at times of low audience, we observed a lot of errors in the programs
given by the TV magazine.

6 Conclusion

This paper proposes to use the conceptual graphs model for information repre-
sentation and fusion. Using the same model for both purposes avoids the bias due
to the translation from one formalism to another one. We detailed the extension
that we proposed for the maximal join operator. This extension allows to fuse
not strictly identical observations. It is based on the use of domain knowledge
to relax the constraints when aggregating concepts. The standard maximal join
is only based on structures and types compatibility. The extended version intro-
duces the notion of fusion strategy. Fusion strategies are rules that allow to add
a domain dependent notion to the fusion process. A case study was developed
in order to illustrate and validate our approach on real data.

The first results of our study are promising as we showed that the use of the
maximal join operation is relevant for information fusion. The operator must
nevertheless be enriched with domain knowledge in order to be usful on real
data which are noisy.

Current and future work will first deal with the study and improvement of
the fusion strategies. In particular, we will focus on the use of the reliability of
the information sources. Then, we will develop strategies that take the context
of observation into account.
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Finally, our approach can be used in other application domains. We are
currently using the approach and the fusion platform on a crisis management
case study concerning the Ivory Coast events. Information items are extracted
from newspaper articles and then fused in order to obtain a global representation
of the situation in the country at different dates.
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