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Abstract. Developers of transformation rules for user interface models
should have the option to support usability in their transformations. As
different aspects of usability highly depend on each other, transforma-
tion rules should be able to model these dependencies. We provide an
example how this can be done in a transformation language through a
QVT Relations dialect.
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1 Introduction

When users assess the quality of software systems, one of their major concerns
is the usability of user interfaces. The first impression of users will often be the
user interfaces, even before using an application. They will tend to judge the
application exactly at this first glance, although the functional features of an
application might be completely different from the quality of the user interfaces.

However, in the case of ubiquitous computing creating user interfaces is a
problem. Applications must run on a large set of devices, each being equipped
with different hardware to interact with users. This possibly results in a large
set of user interfaces - in the worst case one set per device. Additionally, applied
context-awareness is common in ubiquitous computing. This raises the number
of interfaces to be tested for usability even further. Having such a large amount
of user interfaces to be tested for usability is hardly feasible. It is of course
similarly or even more laborious to develop these many interfaces. As a result
automatic means should be used to develop and test the user interfaces. It would
be advantageous to develop user interfaces which are usable by design.

Automation of developing and testing for quality of user interfaces relies on
a formalization of usability. Furthermore, the formalization must be usable in
appropriate development and testing tools. Today, not all aspects of usability
can be modelled in a formal way, e.g. ”I feel that my software looks bad. I
want it to be changed”. However, even a partial model of usability can help to
shorten development and testing phases. The model will then help in the aspects
it covers and prevents developers of reinventing these, giving them more time to
think about unhandled aspects or to refine the model, if the transformation is
not satisfying.
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The next section presents the current state of the art. The third section
presents the approach. In the fourth section we show how we used optimization
in conjunction with an abstract user interface, followed by a section with an
example transformation. Finally, we present our conclusions from the transfor-
mations and work to be done in the future.

2 Related Work and Problems Modeling Usability

Developing user interfaces automatically requires tools that can rely on a for-
malization of usability. Our goal is to demonstrate how to support the developer
while he develops transformation rules. These transformation rules consider us-
ability aspects in the transformation declaration. Features are identified, which
a model transformation language should support that transformation developers
are able to formalize their usability goals in their transformation rules.

First, we looked at different types of definitions of usability to find out which
type of support should be provided for developing model transformations. Us-
ability has many different aspects and therefore is hard to define. One of the
more commonly used definitions can be found in ISO 9241-11, which defines it
to be based on the effectiveness and efficiency to perform a task as well as users’
satisfaction with the interface. Several other models of usability [1, 2] have been
defined, but most of them are not formal enough to be used in tools. Other
mostly qualitative metrics for usability are listed in style guides (e.g. [3]), which
usually give a set of guidelines how a ”good” user interface should look like.
Almost all guidelines are not usable in model transformations or testing tools,
because of their informal definition. For formal metric based approaches usabil-
ity is mostly defined via quantitative measures, e.g. time to complete a task. A
well known example is Fitt’s law and its multidimensional variants [4]. Fitt’s
law is used often as a basis for more complex metrics, e.g. the one presented in
[5]. It can be applied to perform optimization of user interfaces and therefore we
studied it while we designed our model transformation language extension.

To construct user interfaces for many different target devices model driven
engineering has been used (e.g. [6–9]). The common approach is to define models,
called ”abstract user interfaces”, which abstract from device specific properties.
Thereby, a single abstract user interface allows to describe interfaces for a mul-
titude of devices at once, such that developers do not need to develop each one
separately, called ”concrete user interfaces”. This usually is the case with the
classical way to engineer user interfaces. Some of the approaches use model-
to-model transformations (e.g. [7, 10–12]) to transform abstract user interfaces
to concrete user interfaces, to further automate the process. This would be an
ideal point during this automation to take usability aspects into account. Re-
sulting user interface models should have the best quality possible, such that the
interfaces only need to be refined as little as possible by hand.

A key challenge when taking this route is, that it is more difficult to model
mutually dependent properties of usability within model-to-model transforma-
tion rules. This is due to the nature of current model-to-model transformation
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languages; they perform graph matching (also called ”pattern matching”) to se-
lect elements in source models and usually consider updating the target model
to be directly related to the elements of the source models. As rules can not
easily take into account the target model elements of other rules, they usually
can not perform mutually dependent operations on target model elements such
as would be done in constraint solving. Therefore, approaches tend to consider
aspects only, which can be handled within those mutual independent rules.

Many rules which describe usability are not mutually independent. This can
be illustrated by a simple example: ambient lighting and finger thickness both
might affect button sizes for touchscreens of small devices. Because of this reason
we concluded that common model transformation languages are not well suited
to model usability in model-to-model transformations alone.

A different route is taken by approaches, which use constraints and opti-
mization functions to model usability of user interfaces (e.g. [13–15]). Hereby,
a constraint is a mathematical expression, which limits values of variables in
the constraint. Especially in the case of modelling mutual dependent aspects,
these approaches benefit from the possibility to use variables in several different
constraints. The constraint solving algorithm then computes a solution for the
complete set of constraints taking into account an optimisation function to get
optimum values for the variables. This is especially useful to model mutual de-
pendent aspects of usability. Gajos and Weld implemented an approach, which
is able to display an abstract user interface model on many different devices [13]
based on constraint solving and optimization. However, constraint solvers are
usually not well suited to define model-to-model transformations as their main
concern is to calculate a (mathematical) solution to a set of (mathematical)
constraints. This means that the process of using models as their input is not
self-explanatory as the models need to be transformed into an appropriate set
of constraints and optimization functions.

In order to avoid the process to support usability, an appropriate transforma-
tion language is needed. We concluded that it would be advantageous to merge a
model transformation language, handling models, and a constraint solver, han-
dling constraints. This allows for both, using models and mutual dependent
aspects in transformations, finally resulting in a new transformation engine.

3 Approach

Our idea is to support user interface developers creating multiple UIs in their
transformations and therefore facilitate to model usability in transformations.

We assume that most model-to-model transformations which try to support
usability in the transformation rules will transform an abstract user interface
model into a more platform specific model. A model-to-model transformation
language therefore needs to provide special support for this pattern. Furthermore
a good model-to-model transformation should at least support constraints on
user interface component sizes and should at least support Fitt’s law, because
this is the most common approach taken to mathematically describe usability.
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Following this approach, our model-to-model transformations transform ab-
stract user interface models into user interface models, which are more spe-
cific with regard to the intended platforms. The transformation is an automatic
means to implement a simplification of ”AUI Refinement” [16], which originally
has been mostly designed to be used by hand. AUI Refinement is an application
of the MDA [17] to the development of user interfaces. The transformations were
implemented in QVT Relations [18].

While we developed these transformations [8] we noticed that we cannot
use constraints of target platforms within transformations and are not able to
set sizes for user interface components. The reason is that component sizes are
highly dependent on each other, because positions and spaces usually should not
overlap. To model these usability properties in transformations, and especially
the mutual dependent aspects, we recognized the need for constraint solving and
therefore the need for an extension of model-to-model transformation languages.

Currently our model-transformation language extension is based on QVT Re-
lations. Our choice was motivated because of its declarative nature, as declarative
model transformation languages potentially ease developing model transforma-
tions due to several reasons [19].

3.1 Metamodel

This work focuses on the transformation of user interface models. It is very
similar to the one used in [13]. The user interface models are comprised of a
model of components that can be used, and a description of the user interface.

The compoents can be abstract (cannot be rendered directly) or concrete (can
be rendered). With increasing level of the hierarchy the components are more
concrete. E.g. “multiple entry component” is on the upper level while “list” is a
specializiation and therefore situated on the lower level.

A sketch of the user interface is being represented in an abstract user in-
terface model which is consisting of some of the components of the hierarchy.
Additionally, the components are being enhanced by the type of input which is
implemented by the component.

After the transformation, which is explained later on, the user interface model
can be rendered because it will only consist of concrete components.

However, our work does not focus in the development of the metamodels.
We see that almost any common widget library can easily be enhanced to fulfill
the purpose of the final rendering as well as the generation of the hierarchy of
components that can be rendered.

4 Usability Model Using Optimization

To develop a transformation language that can be used as a means to develop
transformations that handle usability properties, we first modelled some aspects
of usability to determine necessary language constructs. Therefore we created
an abstract user interface model which is then mapped on a description of a
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concrete user interface with an automated process. This has been done using the
OPL language, which is implemented in the ILOG CPLEX/CP optimization
toolkit [20].

To formally describe usability we used a set of constraints and an optimiza-
tion function. The mapping process we developed produces a new user interface.
During the mapping it determines which user interfaces are ”better” in terms of
the optimization function and shall be used at last. The cost described by the
optimization function is an estimation of the time, which is needed to use the
interface. This is often used as a metric for usability testing (time to complete a
task).

Starting from a model similar to the one given in [13], we produced a user
interface description, which is then optimized using the optimization function.
This model is a simplified user interface description, which in fact is nothing
more than a tree of types. Every type is associated with a set of different user
interface components, e.g. the type string array (basically a ”list”) is associated
with a list of radio buttons or a drop-down list. These user interface components
are used as the target description of the resulting user interface. During the
constraint solving step the types are transformed into one of the associated user
interface components.

Additionally, the associated user interface components have constraints like
minimum size or if they can contain other user interface components. If they
contain other components, the size of the component limits the size of the inner
components.

To model usability all components are used in a metric [5] for an optimization
function, as it was done in [13]. As it is the most common class of user interfaces
our approach supports GUI components. For each GUI component the optimiza-
tion function can then be formulated as a sum of the time to navigate to the
component (with the mouse) and the time to manipulate the component (e.g.
enter information). Determining manipulation time can be modelled fairly easy,
it may be determined by the KLM [21]. For navigation time Fitt’s law may be
applied in a version that supports two dimensions of navigation [4], because GUI
components have a width and a height.

Finally, the result of the optimization function is the sum of all costs of all
costs of the user interface components. To be able to determine the navigation
from component to component it must be determined how the user is going to
navigate through the components. Unlike the approach presented in [13], which
assumes an existing route (although it may be defined by the designer) through
the user interface components, our optimization function takes into account all
possible ways to navigate through the components. Because of its independence
from a single guessed way or existing ways to navigate, our evaluation function
can be applied before the user interface has ever been used. As soon as a path to
navigate is known, it can also be used to optimize it to support faster navigation
and provide an optimal solution in that specific case. Therefore, both scenarios
are supported.
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5 Transforming from QVT Relations Extension

After some aspects of usability have been defined we have constructed a transfor-
mation language supporting our notion of usability. It is able to at least handle
our description of usability presented in the last section. This does not guarantee
that other formal definitions of usability can also be used with the transforma-
tion language. However, since we based our language on a Fitt’s law example,
at least a large subset of all formal and quantitative usability definitions can be
used in transformations as many definitions are based on it. The transformation
language is based on QVT Relations. To execute a transformation, it is partially
transformed into the mapping given in the previous section.

As a start to determine the effectiveness of the language, we tried to perform
parts of the transformation from our QVT Relations dialect to the OPL language
by hand. We give a small example of our dialect.

A classical QVT Relation transformation consists of several relations, each
being a transformation rule. Every relation is a mapping of model elements of
the source models to model elements of the target models. Furthermore several
variables can be defined, which can store attribute values or model elements
and can be used in the relation within the declaration of attributes of model
elements.

In the simplified example shown in figure 1 there is a single relation ”UICom-
ponentToUIComponent” which has two domains associated to the ”source” and
the ”target” model. In the relation an abstract UIComponent (of type ”1ofn”,
the string array type) is transformed into a more concrete UIComponent. There
are two types of target components: a drop-down list and a list of radio buttons.
Both set different constraints on the width and height of the user interface com-
ponent to be displayed and both may be used in similar user interfaces and a
manipulation time (”tman”). However, the optimization function (see first line
of listing) selects appropriate components according to a minimization function.
This function, which is simplified for the given example, is essentially the op-
timization function based on Fitt’s law, which we used in OPL. However, it is
modified to use attributes instead of variables and one can see that multiple
model elements are calculated using a single term, instead of multiple, which
would have the case for OPL. Tnav is a shortcut for the term that models Fitt’s
law.

Constraints on attributes can be directly used in OPL by creating a new
variable in OPL for each attribute. Then the new OPL variables can be used in
the optimization function, too. The minimization function is then transformed
to the OPL function by adding variables and rolling out sigma (summation)
terms into a sum of minimization functions for each component.

Currently we are implementing the transformation engine, which is capable
of both handling EMOF (Eclipse Modeling Framework) and a subset of pos-
sible constraints in QVT Relations transformations. It is based on the MDT
Eclipse OCL plugin. Transformations are executed using PROLOG and we are
evaluating using ILOG for the optimization within the transformation engine.
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Fig. 1. QVT relation example with optimization

6 Conclusions and Further Research

Our contribution is twofold. First, we identified problems when modeling us-
ability within common transformation languages if transformation rules depend
on each other and second we gave an example how to model some aspects of
usability within a newly created QVT Relations dialect.

In the future we will further work on the transformation language and its
implementation, the transformation engine.

More aspecs of usability should be formalized. We are looking at a style guide
to select rules that can be used within the transformation language.
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