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Abstract.  Flexibility to react on rapidly changing general conditions of the en-
vironment has become a key factor for economic success of any company. The 
competitiveness of an enterprise is therefore to a large extent determined by the 
ability of its executives to deliver exact and just-in-time decisions. These deci-
sions must be based on high-quality, up-to-date and complete information. This 
paper focuses on feeding real-time data warehouses. We present our work re-
lated to minimize the delay between the time a web page changes on internet 
and the time this change is detected by our system. We extract data from semi-
structured information sources maintaining the temporal consistency of the ex-
tracted data, and monitoring the web in accordance with the user temporal re-
quirements.  

1   Introduction 

The extraordinary growth of the Internet and World Wide Web has been fueled by the 
ability it gives content providers to easily and cheaply publish and distribute electronic 
documents. Companies create web sites to make available their online catalogs, annual 
reports, marketing brochures, product specifications. Government agencies create web 
sites to publish new regulations, tax forms, and service information. Independent or-
ganizations create web sites to make available recent research results. Individuals 
create web sites dedicated to their professional interest and hobbies. The rapid evolu-
tion of Web pages requires making corresponding changes in the programs accessing 
them. In addition, most of the web information sources are created and maintained 
autonomously, and each others services independently. Interoperability of the web 
information sources remains the next big challenge. 

One drawback to these sources is that there is no standard programming interface 
suitable for applications to submit queries. Second, the output (answer to a query) is 
not well structured. Structured objects have to be extracted from the HTML docu-
ments which contain irrelevant data and which may be volatile. Third, domain knowl-
edge about the data source is also embedded in HTML documents and must be ex-
tracted. 



Inmon [16] defined a data warehouse (DW) as “a subject-oriented, integrated, time-
variant, non-volatile collection of data in support of management’s decision-making 
process.” A data warehouse (DW) is a database that stores a copy of operational data 
whose structure is optimized for query and analysis. The scope is one of the data 
warehouse defining issues: it is the entire enterprise. Related to a more reduced scope, 
a new concept is defined: a data mart is a highly focused data warehouse whose scope 
is a single department or subject area. Related to the previous concepts, Inmon also 
defined the concept of operational data store (ODS) as “a subject-oriented, integrated, 
volatile (i.e., able to be updated), current or near-current collection of data in support 
of day to day operational decisions.” DW and business intelligence applications are 
used for strategic planning and decision-making. As these applications have matured, 
it has become apparent that the information and analyses they provide are vital to 
tactical day-to-day decision-making, and many organizations can no longer operate 
their businesses effectively without them [8]. 

A Real Time Data Warehouse (RTDW) is an historical and analytic component of 
an enterprise level data stream. This data stream supports continuous, asynchronous, 
multi-point delivery of data. Data moves straight from the originating source to all 
uses that do not require some form of staging. This movement takes place soon after 
the original data is written. Any time delays are due solely to transport latency and 
(optionally) minimal processing times to dispatch or transform the instance of data 
being delivered. 

Most of the magic in an RTDW comes from real-time data capture [9], [12], [15]. 
We record every meaningful event and every significant change to reference data as 
they occur (referred to web sites). This eliminates the most bothersome part of the 
whole business intelligence process – detecting and extracting changes that matter 
from the operational data sources. A real-time data warehouse eliminates the data 
availability gap. Continuous processing without delay opens up significant new 
opportunities for the practice of business intelligence. 

This paper describes how we can use our system for capturing data from web 
sources and feed the real-time datawarehouse. Every data source is modeled according 
to its temporal characteristics that will be use to monitor it. We support monitoring at 
the page level as well as at the element level. DETC (Data Extraction with Temporal 
Constraints), is a system for extracting and integrating data from semi-structured web 
sources. Users are be able to rapidly create wrappers with temporal constraints for the 
Web. An application developer starts with a set of web sources (semi-structured 
pages), which may be located at multiple web sites, and use the output for feeding the 
real-time data warehouse. We think that, for web sources, it is better instead of 
continuous real-time data capture, use this approach to capture and monitoring the web 
sites that we want to use to load and refresh the RTDW according to the DW designer 
temporal requirements. 

We think that in information extraction process it is necessary to maintain the 
temporal consistency [2], [3], [4], [5], [6] of the data that the user needs in the sense 
put forward in real-time applications. In real-time applications [17], [20] the state of 
the environment as perceived by the controlling system must be consistent with the 



actual state of the environment being controlled. In this case we employ algorithms 
used to maintain coherency between a data source and cached copies of the data [26]. 
These algorithms try to minimize the number of times that the client has to connect to 
the server. Besides, we use this technique to maintain the temporal consistency 
between the data extracted from web information sources and the data loaded in the 
DW according to data warehouse designer temporal requirements [4], [26]. 

The metadata about information content that are implicit in the original web pages 
will be extracted and encoded explicitly as XML tags in the wrapped documents. The 
final task is to generate and construct a wrapper appropriate to each WebSource from 
the specification provided by the DW designer. This specification will include the 
temporal restrictions specified by the user (frequency of extraction, temporal 
constraints, adaptative algorithms, etc). 

This paper is organized as follows. In section 2 we present the Real-Time Data 
Warehouse requirements. In section 3 we show how we can feed the RTDW with 
temporal constraints. Section 4 considers related work. Finally, we give a conclusion 
in Section 5.  

2   Real-Time Data Warehouse requirements 

In [9] we can find the requirements for transforming a DW to a RTDW (figure 1). 
Transforming a standard DW using batch loading during update windows (where 
analytical access is not allowed) to an analytical environment providing current data 
involves various issues to be addressed in order to enable (near) real-time dissemina-
tion of new information across an organization. We have to change three basic charac-
teristics:

(i). Continuous data integration, which enables (near) real-time capturing and 
loading from different operational sources. 

(ii). Active decision engines that can make recommendations or even (rule-
driven) tactical decisions for routine, analytical decision tasks encountered. 

(iii). Highly available analytical environments based on an analysis engine that is 
able to consistently generate and provide access to current business analy-
ses at any time not restricted by loading windows typical for the common 
batch approach. 

For [15] the components of a RT Data Distribution Environment are (simplified): 

(a). Real-Time Capture. Data capture functionality is provided by the applica-
tion or the DBMS on a transaction-by-transaction basis.  

(b). Real-time Delivery. The prototypical pipeline of the real-time delivery 
mechanism is a cross-platform message queue. 

(c). Transformation Engine. Data is transformed instance-by-instance by the 
continuous processing engine. 

(d). The Real-time Data Warehouse. The magic of the RTDW comes from col-
lecting data continuously in a real-time partition while sweeping a consis-



tent snapshot into the static partition at regular intervals. The real-time par-
tition is also the host for incremental aggregation that allows key summary 
metrics to be built on-the-fly. The static partition functions as a traditional 
data warehouse. It maintains consistent history of atomic details with per-
sistent storage of incremental net changes. 

(e). Incremental Aggregator. The engine that aggregates on-the-fly.  
(f). Preparation Engine. Preparation is a batch process of selecting, collecting, 

aggregating and projecting data to create specialized access-optimized ta-
bles. This engine reads data from the static partition of the data warehouse 
to populate consumer-specific data marts.  

Figure 1. Data Warehouse and Real Time Data Warehouse 

A real-time acquisition and delivery engine enables on-the-fly analysis while ratch-
eting up seamlessly to support incremental aggregation and trend-line confirmation 
[12]. The goal is to support immediate research of abnormal conditions in a manner 
not supported by the OLTP system. The enlightened perspective is that you cannot 
achieve point-in-time consistency without continuous, real-time data capture. The 
point-in-time that is relevant for one use may be radically wrong for another.  

On the other hand, the closest existing decision-support systems get to real-time 
processing is in an operational data store, which comprises an integrated store of de-
tailed near-current operational data. To maintain this near real-time view of opera-
tional data, ODS data-extract routines usually capture data continuously from source 
systems. But there are noteworthy differences between ODSs and RTDWHs [9]. An 
ODS serves the needs of an operational environment while real-time data warehouses 
serve the needs of the informational community. A real-time DWH is not a replace-
ment for an ODS. An ODS is an architectural construct for a decision support system 
where collective integrated operational data is stored. It can complement a RTDWH 
with the information needs for knowledge workers. The ODS contains very detailed 
current data and is designed to work in an operational environment [9]. 



We think that, for web sources, it is better instead of (i) or (a), use DETC to capture 
and monitoring the web sites that we want to use to load the RTDW. It is more effi-
cient to pull the web site when we need instead of continuous real-time data capture. 

3   Feeding the real-time data warehouse with temporal constraints 

Data warehouses are typically maintained by batch jobs that take periodic nonvolatile 
snapshots of operational data, and clean, transform and load the data into a warehouse 
database [12]. To support real-time data integration, the present batch snapshot ap-
proach to extracting operational data must be replaced by processes that continuously 
monitor source systems and capture and transform data changes as they occur, and 
then load those changes into a data warehouse in as close to real time as possible.  By 
continuously collecting data, it is possible to analyze revenue and cost elements during 
any relevant time frame. Trends can be assembled with any periodicity you choose 
without delay. 

A wrapper is a module used to translate information from the native format of the 
source into the format and data model used by our system. We use W4F [23], [24]. 
W4F is a toolkit that allows the fast generation of Web wrappers. Wrapper generation 
consists of Retrieval of an HTML page via GET or POST methods, followed by con-
struction of HTML parse tree according to the HTML hierarchy. Information can then 
be Extracted declaratively using a set of rules applied on the parse tree. We have ex-
tended W4F with new functionalities. First, we have developed a WysiWig interface 
in which the HTML document is annotated in a way that the user can get the HTML 
path by selecting the appropriate text (select the text he/she wants to extract, as many 
times as necessary, and then copy it to the interface tool with ctrl+c). Second, we have 
added the algorithms presented in [26]. 

Figure 2. Temporal consistency 

To deliver the data extracted we use a hybrid mode that combines the client-pull 
and server-push mechanisms. The transfer of information from servers to clients 
(RTDW administrator or designer) is first initiated by a client pull and the subsequent 
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transfers of updated information to clients are initiated by a server push. Clients re-
ceive the information that matches their profiles from servers. 

In real-time applications [17], [20], [21] the state of the environment as perceived 
by the controlling system must be consistent with the actual state of the environment 
being controlled. Otherwise, the decisions of the controlling system may be wrong and 
their effects disastrous. Hence the timely monitoring of the environment, the timely 
processing of the sensed information, and the timely derivation of needed data are 
essential. Data maintained by the controlling systems and utilized by its actions must 
be up-to-date and temporally correlated [19]. This temporal consistency must be main-
tained through the timely scheduling of the actions that refresh the data. So, after the 
initial loading, it is important to maintain the temporal consistency in the refreshment 
process (figure 2). 
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Figure 3. Functional architecture. 

To achieve this goal we use a wrapper [7], [18], [19], [23], [24] and algorithms 
used to maintain coherency between a data source and cached copies of the data [26]. 
These algorithms try to minimize the number of times that the client has to connect to 



the server. In the case of Web sources, the role of the wrapper is to convert informa-
tion implicitly stored as an HTML document (or a set of documents), which consists 
of plain text with some tags, into information explicitly stored as part of a data-
structure. HTML documents do not contain any type information. In the case of the 
Web, the wrapper also has to deal with the retrieving of information, via the HTTP 
protocol. Instead of having users tracking when to visit web pages of interest and 
identifying what and how the page of interest has been changed, the information 
change monitoring service is becoming increasingly popular, which enables informa-
tion to be delivered while they are still fresh.

We use Time-To-Live (TTL) values, attached to cached objects (HTML pages). 
Upon its expiration, the source of the object can be contacted to update the page. For 
minimizing the incurred network overheads, the value of TTL must be high. But a low 
TTL value may compromise temporal consistency. Thus any TTL value must be 
judged depending on two factors - how well the cache consistency is maintained, and 
how often the remote servers are polled. Ideally, we must dynamically update this 
TTL value using an algorithm (adaptative) that decides the value depending on the 
present and past rates of source changes, with the goal of keeping remote requests to a 
minimum while maintaining the needed temporal accuracy of the data. We can ap-
proach how the data source evolves along time and estimating the frequency rate (for a 
concrete piece of text inside of a web page). We use the algorithms presented in [26] 
and a wrapper generation tool to maintain the temporal consistency.  

Figure 4. The steps. 

The process of defining a new wrapper for a specific source is as follow (figure 4): 

1. We choose the URL server that we want to extract data from. This can be done 
by a normal user (a client that it is using the tool) or by a specialized user (web 
admin, manager, ..)  who wants to offer certain information to the client who 
connect to his server. 

2. We start the tool and enter the URL choose en the first step. The tool 
downloads the page to the local server. 
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3. We can now surf the website (local copy) and locate the data that we want to 
ex-tract. We can select the data that want to wrap by clicking on the mouse (se-
lect operation) and copy it (or them) with CTLR+C. 

4. We choose: the type of algorithm that we want to apply, the number of request 
and the initial time interval(t). For minimizing the incurred network overheads, 
the value of t must be high. But a low value of t may compromise temporal 
consistency. Thus any t value must be judged depending on two factors - how 
well the cache consistency is maintained, and how often the remote servers are 
polled. Ideally, we must dynamically update the value of t using an algorithm 
that decides the value depending on the present and past rates of source 
changes, with the goal of keeping remote requests to a minimum while main-
taining the needed temporal accuracy of the data. 

5. We have to define what is the connection between the data that we choose in 
the third step and the structure of the XML documents. This mapping will be 
used to generate the XML output file. 

6. Generate the wrapper and running the wrapper. 
7. Obtain the results to deliver to the user. These results (in XML), if necessary, 

are used to be integrated with others coming from others wrapper outputs.  

If need be we can repeat the process (step 1-7) as many times as necessary. We can 
see the functional architecture in the figure 3. Of course, we can run as many wrappers 
as necessary depending on the number of sources that we want to poll in order to re-
fresh the RTDW. Any wrapper can be parameterized with different values in accor-
dance with the characteristics of the data source and the refreshment strategy chosen 
by the DW designer.  

We can represent the temporal characteristics of the data source (metadata) with the 
temporal concepts exposed in [6]. In this way, we can know when the data source can 
offer the data and how this data evolves along time (temporal characteristics). After 
the data has been extracted from every source, and if necessary, you can integrate the 
XML files coming from different sources in a single XML unified view. To realize 
this integration you must: use the same XML mappings for the three sources, or real-
ize a new mapping from every XML template coming from every source to the new 
XML global template. 

4  Related work 

Wrappers provide local views of data sources in a uniform data model. The local 
views can be queried in a limited way according to wrapper capabilities. Well-known 
research projects and prototypes based on this architecture include Garlic, Tsimmis 
[10]. A popular approach is to write wrappers to encapsulate the access to sources. For 
instance, the most recent generation of information mediator systems include a pre-
wrapped set of web sources to be accessed via database-like queries. However, devel-
oping and maintaining wrappers by hand turned out to be labor intensive and error-
prone. In addition, none of them deal with the problem of temporal consistency. 



Once a DW is established, the problem of maintaining it consistent with the under-
lying ISs under updates remains a critical issue. It is popular to maintain the DW in-
crementally [1] instead of recomputing the whole extent of the DW after IS updates 
due to the large size of DWs and the enormous overhead associated with the DW 
loading process. Because the DW usually connects with ISs through the network and 
the network is generally not very stable, it’s unacceptable to block the update transac-
tion at an IS in order for the integrator to immediately accomplish the view mainte-
nance process. Instead, recent work has focused on performing the maintenance in a 
separate process, then called deferred view maintenance [11]. The topic of DW re-
freshment so far has been investigated mainly in relation to techniques for maintaining 
materialized views [22]. 

Moreover, most of these approaches presume a “relational environment”. This is 
not always true. Operational sources can be any kind of database systems. On the 
other hand, although the majority of projects make use of relational technology for 
implementing the data warehouse, there is an increasing demand for building data 
warehouses for “non-standard” applications like Web warehouses. In [14] can find the 
state of the art about DW refreshments. In [9] it is presented the characterization of 
RTDWHs, the identification of technologies that can support it, and the composition 
of these technologies in an overall architecture. They provide an in-depth discussion of 
using the J2EE platform for ETL environments of RTDWHs. The ETL tool presented 
in [27], namely Arktos, is capable of modelling and executing practical ETL scenarios 
by providing explicit primitives for the capturing of common tasks. Arktos provides 
three ways to describe an ETL scenario: a graphical point-and-click front end and two 
declarative languages. Xyleme is a system for monitoring XML data on the web [28]. 
It is a dynamic warehouse for XML data of the Web supporting query evaluation, 
change control and data integration. Related to poll the data sources, Xyleme tries to 
minimize the delay between the time an XML page changes on the web and the time 
this change is detected by the system. They estimate the frequency rate based on last 
date of change, but a page level. For us it is important to support monitoring at the 
page level as well as at the element level (a piece of text in a page). In this sense, a 
very interesting project is WebCQ [29]. With WebCQ it is possible monitoring and 
tracking various types of changes to static and dynamic web page changes and 
personalized delivery of page change notifications. 

5   Conclusion and future work 

We can use the output of the wrapper (this data have been extracted with the restric-
tion of temporal consistency specialized for the user) for several purposes: 

�� To deliver to the user or client in real-time. 

�� To store in a database for future use. For example to query. This step requires 
a conversion from XML to the native format of the database. 

�� To integrate with other information to obtain a unificated vision of one or 
more sources. 



�� To load the RTDW for future analysis or data mining. 

�� To notify to the user when a specific value (or threshold) has been reached. 

Besides, we use this technique to maintain the temporal consistency between the 
data extracted from web information sources and the data loaded in the data ware-
house according to data warehouse designer temporal requirements. 

We have exposed our current work in information retrieval and integration consid-
ering the temporal requirements of the user. Moreover, the observation of real-world 
events by computer systems is characterized by a delay and it is important to keep the 
temporal consistency between the data source that feed our system and the data ex-
tracted from the data source, according to temporal designer requirements. 

As future work we are working to incorporate valid time and transaction time in the 
sense put forward in [13]. Besides we want to add the real time data warehouse 
characteristics to our current data warehouse architecture (figure 5) [4], [6], [25]. 

This work has been supported by the Spanish Research Program PRONTIC under 
project TIC2000-1723-C02-02. 

Figure 5. New architecture extended to express time 
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